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Preface

The nature around us can be described in many ways. One of the most accurate ways
is using equations. The type of the investigated equations depends on the analyzed
phenomenon itself. There are two fundamental types, namely, differential equations (for
continuous time) and difference equations (for discrete time). Of course, during the
last decades, the unification of both types, the so called time scale calculus, have been
developed. Chapter 2] is devoted to differential equations, then Chapter [3| deals with
difference equations, and finally the dynamic equations on time scales are treated in
Chapter [4

Oscillation (or non-oscillation) is one of the fundamental topics from the qualitative
theory of differential and difference equations. The main idea of this notion is to count
zeros of solutions at infinity. If there exists the greatest zero of a solution, we say that this
solution is non-oscillatory. On the other hand, if the zeros of a solution tend to infinity,
the solution is said to be oscillatory.

The main goal of this thesis is to study the conditional oscillation of equations and
to find the so-called critical oscillation constants. Once we prove that an equation is
conditionally oscillatory and find the critical constant (which usually depends on the
coefficients of the studied equation), the oscillation properties of such an equation are
fully resolved with no more than one exception (the critical case). This fact means
that conditionally oscillatory equations are ideal testing equations. In particular, many
equations (which are not conditionally oscillatory) can be compared with these testing
equations using comparison theorems and, consequently, it is possible to specify their
oscillation properties.

This work is based on papers [35] 140}, 41 42, 43, [44], [45], [46] published or submitted for
publication during years 2014 and 2015. Hence, I am obliged to my coauthors, I thank
them for fruitful collaboration and look forward to solving open problems which appeared
during our conjoint work.

Also, I would like to sincerely thank Prof. Ondiej Dosly, who lead my first steps to
mathematical analysis, for his advice and willingness.

Last, but not least, I thank my wife, whole family and friends for their support.

Petr Hasil, 2016
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Chapter

Introduction

1.1 The essentials of the used techniques

The topic of this thesis belongs to the oscillation theory of half-linear equations. The

main part (Chapter [2|) deals with differential equations. Therefore, we recall the basics

of half-linear differential equations at this place and difference equations and dynamic

equations on time scales will be introduced in Chapters |3| and [4] respectively. Note that

we will use the standard notation RT = (0, 00) and R, = [a, 00) for arbitrary given a € R.
Our main interest is to study equations of the form

[r(t)®(2)] + 2(t)®(z) = 0, ®(x) = |z tsgnw, p>1, (1.1.1)

with continuous coefficients » > 0 and 2. An equation of this form appeared for the
first time in [8] and as the basic pioneering papers in the field of half-linear differential
equations we mention [24] [60]. During the last decades, these equations have been widely
studied in the literature. A detailed description and a comprehensive literature overview
concerning the topic can be found in [21] (see also [2, Chapter 3]).

The name half-linear equations was introduced in [7]. This term is motivated by the
fact that the solution space of these equations is homogeneous (likewise in the linear
case), but it is not additive. There are several differences between linear equations and
half-linear equations. Especially, some tools widely used in the theory of linear equations
are not available for half-linear equations (e.g., see [25] for the Wronskian identity and
[23] for the Fredholm alternative). In fact, these differences are caused, more or less, by
the lack of the additivity. On the other hand, many results from the theory of linear
equations are extendable to their half-linear counterparts. Nevertheless, according to our
best knowledge, the results presented in this thesis are new even for the linear case (i.e.,
for p = 2).

Since the main tools in this thesis are based on the Riccati technique and the Priifer
angle (more precisely on their generalizations and combinations), we recall these notions
at this place. To begin with the Priifer transformation, we have to recall the half-linear
trigonometric functions as well. For more comprehensive description, we refer, e.g., to
[21], Section 1.1.2]. The half-linear sine function, denoted by sin,, is defined as the odd
2m,-periodic extension of the solution of the initial problem

[@ ()] + (p—1)®(x) =0, z(0)=0, 2/(0)=1, (1.1.2)
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where

2 (3)r ()

2 11 2

K _B( )Z = (1.1.3)
sin T

pl’ (; + 5) Py,

In the definition of 7,, we use the Euler beta and gamma functions

1

B(x,y) = /Tx_l(l — 7')'74_1 dr, x,y >0, [(z) = /Tx_l e "dr, x>0,
0

0

and the formula .

(x)[(1—2z) = x>0,

sin(mx)’
together with the identity (the conjugacy of the numbers p and q)
-+-=1, ie, p+q=pq. (1.1.4)
p q

The derivative of the half-linear sine function is called the half-linear cosine function
and it is denoted by cos,. Note that the half-linear sine and cosine functions satisfy the
half-linear Pythagorean identity

|sin, t|P + |cos, t|P =1, teR. (1.1.5)

Especially, the half-linear trigonometric functions are bounded. Therefore, there exists
L > 0 such that

|cos,ylP < L, |®(cos,y)sin,y| <L, |sin,ylP <L, yeR. (1.1.6)

In fact, ((1.1.6) is valid for any L > 1.
Using the notion of the half-linear trigonometric functions, we can introduce the basic

half-linear Priifer transformation

x(t) = p(t)sin, p(t), (1.1.7)
ri=t()a' (t) = p(t) cos, p(t), (1.1.8)
whose modifications will be used later, and we apply it to Eq. (L.1.1)) as follows. We
differentiate ([1.1.7)) and combine it with (1.1.8]). It leads to
r1H()p(t) cos, (t) = p/(1) sin, (1) + p(t)' () cos, (2). (1.1.9)
Then we apply the function ® to ((1.1.8), we differentiate the result, and combine it with
Eq. (1.1.1). This results to
2()p" (1) D(siny, (1))

, , ) , 9 (1.1.10)
= (p—1) [¢' ()" ()(sin, o(t)) — /() (1) D(cos, o(t))] -
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Finally, we combine the [®(cos, ¢(t))p " (¢)] multiple of (1.1.9) with [sin, ¢(¢)p' 7 ()] mul-
tiple of (1.1.10)). It leads directly to the system of first order differential equations

2()|siny (1)[”
p—1

J(t) = p(t)D(sing (1)) cos, o(t) [Tl_%) -

+r17(t)| cos, o(t))7,

z(t)
=il
Remark 1.1.1. The function ¢ used above is called the Priifer angle and the first equation
from is referred as the equation of the Priifer angle (this equation will be very
important later). The connection of the Priifer angle to the oscillation theory is obvious
directly from , i.e., if the Priifer angle is bounded then there exists the greatest zero
point of the solution x. This is equivalent to the definition of oscillation of Eq.
given (more correctly) below.

¢'(t) =
(1.1.11)

Now, we turn our attention to the Riccati technique. We derive the Riccati equation
associated to Eq. (1.1.1)) and we show their mutual connection. To obtain the Riccati
equation, we use the transformation

w(t) = r(t) 2E ) (1.1.12)

where z is a solution of Eq. (1.1.1]) which is non-zero on the interval under consideration.
We simply compute the derivative of w and use Eq. (1.1.1)) and (1.1.4) as follows

i r(2@)] @(2) — (p — Dr(t) () |2[*~*2’
vt 2(a)
= —2(t) = (p = Dr(@)2[Pl=] ™" = —2(t) — (p — Dr' () w(t)|".
We obtained the half-linear Riccati differential equation
w'(t) + z(t) + (p— Dr' () |w(t)|? = 0. (1.1.13)

The connection of Eq. (1.1.13)) and Eq. ([1.1.1)) is embodied in the below given half-
linear Reid roundabout theorem [1.1.1} Nevertheless, to formulate it properly, we have to

briefly mention the notion of disconjugacy and the energy functional of Eq. (1.1.1)).

Definition 1.1.1. Eq. is said to be disconjugate on the closed interval [a,b] if
the solution x given by the initial condition x(a) = 0,7(a)®(2'(a)) = 1 has no zero in
(a,b] (by a zero of a solution x we mean such a t, that z(ty) = 0). In the opposite case
Eq. is said to be conjugate on |a, b].

We recall that the Sobolev space W, (a,b) contains absolutely continuous functions
f such that

b
frelP(a,b) =qy:(a,b) = R; /Iy(t)\pﬂy'(t)!”dt <o, fla)=0=f(b)
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The energy functional of Eq. (1.1.1)) is
b

Flysa,b) / FOWP = 2Oyl dt, y € WP (a,b).

a

Now, we can formulate and prove the half-linear Reid roundabout theorem.

Theorem 1.1.1 (Half-linear Reid roundabout theorem). The following statements are
equivalent.

(i) Eq. (1.1.1) is disconjugate on the interval [a,b].
(ii) There exists a solution of Fq. (1.1.1)) having no zero in [a,b].
(iii) There exists a solution w of the generalized Riccati equation (1.1.13)) which is defined

on the whole interval [a,b].

(iv) The energy functional F(y;a,b) is positive for every 0 £y € Wol’p(a, b).

Proof. To prove that all the statements in the theorem are equivalent, we prove the
validity of the implications

(i) = (i) = (iti) = (iv) = (7).

The first implications (i) = (i) is a consequence of the continuous dependence of
solutions of Eq. on initial conditions. More precisely, we suppose that Eq. (1.1.1
is disconjugate and we consider a solution z of the initial value problem given by Eq. (|1.1.1
and the conditions Z(a) = €,7(a)®(2'(a)) = 1 with sufficiently small ¢ > 0. Then the
solution & is positive on [a, b]

The second implication (i7) = (¢4i) comes directly from the Riccati substitution

D(2/(1))

w(t) = r(t) :

O(x(t))

i.e., whenever there exists a solution of Eq. (1.1.1)) with no zero, we obtain a solution w

of Eq. (T.1.13).

The third implication (7i7) = (iv) can be proved by a direct computation. We suppose
that there exists a solution w of Eq. (1.1.13) which is defined for all ¢ € [a,b]. Then we
have for = € W, *(a, b)

b

Flwia,b) = / (O — =()]2]? dt

a

[ @Ol ) |2 = o s + el a

1-q qu_l 2P — ()2 @ (v)w ! x)w(t)|?
p [0 S 0 = i 0 e + e @ o

a
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In the above computation, we used the definition of w and the Young inequality

AP B1
— —AB+—>0
p q
with A = r?1(t)2’ and B = ®(z)w(t) where the equality holds for ®(A) = B. Of course,
the identity F(z;a,b) = 0 holds if and only if ®(r?~!(t)2’) = ®(x)w(t) which can be

rewritten to 2’ = x®~! <%> Immediately, together with the fact that x(a) = 0, we

2(t) = 2(a) exp /@1(%3>m = 0.

Hence, the energy functional F(y;a,b) is positive for every 0 # y € W, ”(a,b) and it is
equal to zero only if y = 0.

To prove the final implication (iv) = (i), we use a contradiction. We suppose that
Eq. is conjugate and, at the same time, there exists 0 # y € Wol’p(a, b) such that
the energy functional F(y;a,b) > 0. The fact that Eq. (1.1.1)) is conjugate means that
the solution x given by the initial conditions z(a) = 0,7(a)®(z'(a)) = 1 has at least one
zero in (a,b]. We denote this zero (or one from these zeros) by ¢, and we introduce the
function

obtain

a

Mw:{m)mmem@L

0 for t € [tg,b]
Evidently, y € VVO1 P(a,b) and using integration by parts we obtain
Fly;a,b) = F(y;a,to) = F(z;a,to)

to

= [r(t)a(t)2(«'(1))]; — /x(t) {r®2@' () + 2(H)@(x(t)} dt = 0

a

(1.1.14)

Which is a contradiction and the proof is complete. O

To introduce properly the definition of (non-)oscillation of Eq. (1.1.1)), we formulate
and prove the half-linear Sturm comparison theorem. Since its usefulness in the upcoming
chapter, we state the half-linear Sturm comparison theorem as well.

Theorem 1.1.2 (Sturm separation theorem). Let t; < ty be two consecutive zeros of
a nontrivial solution x of Eq. (1.1.1). Then any other solution of this equation which is
not proportional to x has exactly one zero in the interval (t,ts).

Proof. Since t; and ty are consecutive zeros of a solution z, we can, without loss of
generality, suppose that z(t) > 0 for t € (t1,t3). Hence, we can introduce a solution

w(t) =r(t) i((g)) of Eq. (1.1.13]) defined on the interval (¢1,t5). Then we have

lim w(t) = oo, lim w(t) = —o0.
t—t] t—sty
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Now, we suppose by contradiction that there exists a solution & of Eq. (1.1.1]) with no
zero between t; and to which is linearly independent of the solution z. Hence, &(t;) #
0 # Z(ty). Since the solution Z is non-zero for all t € [ty,ts], there is a solution w(t) =

r(t) Z((%) of Eq. (1.1.13) which is finite at t; and t5. Especially, w(t;) < oo and w(tg) >

—o00. Therefore, w(ty) = w(ty) for some ty € (t1,t2) which contradicts the uniqueness of

solutions of Eq. (|1.1.13]). We note that the unique solvability of Eq. (1.1.13)) comes from
the fact that it can be rewritten as

w' = —2(t) = (p = Dr' () |w]”

which is a first order equation whose right-hand side has the Lipschitz property with
respect to w. ]

Definition 1.1.2. We say that Eq. (1.1.1)) is non-oscillatory (more precisely, non-oscil-
latory at infinity), if there exists ty € R such that Eq. (1.1.1) is disconjugate on any
interval of the form [ty,T], T > t,. Otherwise, Eq. (1.1.1]) is said to be oscillatory.

Theorem 1.1.3 (Sturm comparison theorem). We consider Eq. (1.1.1)) together with the
equation

[R()®(z)] + Z(t)®(x) = 0, (1.1.15)

where R > 0,7 are continuous functions. Let us denote t; < ty two consecutive zeros of
a nontrivial solution x of Eq. (1.1.1)) and let the coefficients satisfy

Rt <r(t),  Z(t)>=2(t), te[t,t) (1.1.16)

Then any solution of Eq. (1.1.15) has a zero in (t1,ty) or it is a multiple of the solution
x. The last possibility is excluded if at least one of the inequalities in ((1.1.16)) is strict on
a set of positive measure.

Proof. Let us consider a nontrivial solution = of Eq. (1.1.1)) with two consecutive zeros
t1 < ty. Then, using integration by parts (analogous to (1.1.14))), we obtain F(x;t,t3) =

0. Combined with (1.1.16]) it implies
to
fM@mJg:/R@u?—Z@uwmgo
t1

Using Theorem m (equivalency (i) < (iv)), we know that the solution & of Eq.
given by the initial conditions z(¢;) = 0,7(t;)®(2'(t1)) = 1 has a zero in (a, b]. Hence, by
Sturm separation theorem , any solution of Eq. which is linearly independent
on Z has a zero in (t1,t3).

Next, we suppose that the only zero of Z in (1, 5] is t2. Hence, there exists a solution

w(t) = R(t)i(g(f)))),t € (t1,ta), of the Riccati equation associated to Eq. (1.1.15) and we
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can calculate the energy functional Fgrz(x;t1,ts) as follows

)

Fro(wity, ) = / RO — Z()|el? dt
t1
to

- / (w(t)|z[P) + pR(t) {

t1

ROL s gy 4 @D
L - R b)) +

dt > 0.

Indeed, we used Young inequality and the facts

lim w(t)|z’ = lim m(t)R(t)(I)(:%/)q)(x(t)) =0, lim w(t)|zP =0,

tty tty O(2(t)) t—sty
which are consequences of the existence of the limits

a0 ) el o)
tstt T(t) ot (1) ' (ty)’ tty (1) ' (ta)

Altogether, we obtained that 0 < Fgrz(x;ti,ta) < 0, i.e., Frz(x;t;,ta) = 0. Hence,
w(t) = R(t) Z((a;((tt)))) (see also the proof of the implication (iiz) = (iv) of Theorem [1.1.1
i.e., the solutions x and Z are proportional which cannot happen if at least one of the

inequalities in (|1.1.16) is strict on a set of positive measure. O

Remark 1.1.2. If inequalities in ((1.1.16) hold, Eq. (1.1.1)) is said to be the minorant
equation of Eq. ((1.1.15)) and Eq. (1.1.15)) is said to be the majorant equation of Eq. (1.1.1).

Then we can summarize Theorem [I.1.3|as follows. If minorant equation is oscillatory then
the original equation is oscillatory as well. If majorant equation is non-oscillatory then
the original equation is non-oscillatory as well.

Y

The main objective of this thesis is to study the so-called conditional oscillation of
Eq. . It means that there exists the so-called critical oscillation constant, which is
a value dependent on coefficients r and ¢ with the following property. Any equation of
the form (|1.1.1)) whose coefficients:

1) indicate a value greater than the critical one is oscillatory;
2) indicate a value less than the critical one is non-oscillatory.

We can reformulate the notion of conditional oscillation as follows. We say that the
equation
[r(6)®(2)] +72(t)®(x) = 0, 7 €R, (1.1.17)

is conditionally oscillatory if there exists a constant I' € R such that Eq. (1.1.17]) is non-
oscillatory for v < I' and oscillatory for v > I'. This constant I' is called the critical
oscillation constant and forms a sharp borderline between oscillation and non-oscillation
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of Eq. . This fact is also one of the reasons why identifying of conditionally oscil-
latory equations and their critical constants is an important part in the field of oscillation
theory. Using many comparison theorems (e.g., the Sturm comparison theorem ,
we can test equations which are not conditionally oscillatory towards appropriate condi-
tionally oscillatory equation. This makes conditionally oscillatory equation ideal testing
equations. Of course, a natural question is a behavior of conditionally oscillatory equa-
tions in the critical case v = I'. It turns out that some equations (e.g., with constant
or periodic coefficients, see [19]) are non-oscillatory in the border case. Nevertheless, the
oscillation properties of more complicated equations may be generally unsolvable (see Re-
mark . In this thesis, we will solve critical cases in theorems , , and .
Another importance of half-linear equations lies in their connection with the partial dif-
ferential equations with p-Laplacian. Eq. can be considered the equation with one
dimensional p-Laplacian and results dealing with Eq. are helpful tools in the study
of more general partial differential equations (for more details and an example of such

use, see [§2.1.2)).

1.2 Short history overview

In this section, we collect the milestones in the theory of the conditional oscillation with
respect to the topic of this thesis. It appears that appropriate half-linear equations for
the study of the conditional oscillation are the Euler type equations, i.e., the equations
written in the form

o @) + o) o 12.)

with continuous coefficient s.

The conditional oscillation (as well as many other areas in the oscillation theory) of
half-linear equations originates from the oscillation theory of linear differential equations.
The first result about the conditional oscillation of the considered differential equations
was obtained by A. Kneser in [52], where the oscillation constant I' = 1/4 was found for

the equation
2
" + 2l = 0. (1.2.2)
More than one hundred years later, in [33, [70], the above result concerning Eq. ((1.2.2)
was extended for the linear equations

! ’75(t>
re) + 2

=0 (1.2.3)

with positive a-periodic coefficients r, s, where the critical constant is

a -1 o -1

r :O‘; /% /3(7) ar| (1.2.4)
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We should also mention, at least as references, papers [53, 54, [55, 56, [71] containing
more general results (see also [31) [32]). Note that the critical case v = I' of Eq.
was solved as non-oscillatory (see [71]).

In the field of half-linear equations, the basic critical constant

- (2%1),7 (1.2.5)

for the equation

[ (@) + 2 ¥(z) = 0

comes from [26] (see also [27]). Then, in [34] [3§], the conditional oscillation was proved
for more general equations of the form

(1)@ ()] + ijf)@(x) —0. (1.2.6)

Especially, the critical constant of Eq. (1.2.6) with positive a-periodic functions 7, s was

identified as (cf. (1.2.4)), (1.2.5)))
a 1-p o -1

I, = (@)p /rﬁp(f) dr /S(T) dr (1.2.7)

0

in [34].

Let us turn our attention to the perturbed Euler type equations. The linear case of
such equations with periodic coefficients is studied in [54] [71]. The half-linear case is
treated in [19], where the equations

AN ﬂd(t)
() ()] + [vsa) n 1g—t]

()

=0 (1.2.8)

are analyzed for positive a-periodic coefficients r, s, and d. There is proved that, in the
critical case 7 =Ty (see (1.2.7)), Eq. (1.2.8) is oscillatory for

@ 1-p @ -1
P — 1\t
p>Ty = % (p_) /7“1;’(7') dr /d(T) dr
p
0 0

and non-oscillatory for u < TI'y. For further generalizations, we refer to [16], 17, 22] 39
(see also [28]).

Another direction of researches, which is related to the one presented here, is based
on the oscillation of Euler type equations generalizing Eq. in a different way. We
point out at least papers [4, [5, [73] [74] [79], where the equations of the following form (and
generalizations of this form)

2+ f(t)g(x) =0

are considered and oscillation theorems are proved.
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1.3 Organization of the thesis

In this section, we briefly mention only the main result of each upcoming section. As
we already mentioned above, the main part of this thesis is the analysis of half-linear
differential equations which is the topic of Chapter |2l In Section [2.1], we study Euler-type
equation (1.2.1) with coefficients 7, s having mean values. From technical reasons, we

rewrite Eq. (1.2.1)) into the form

P

L s(t)
[7“ E ()0 (e )] +220(@) =0 (1.3.1)
Since the coefficient r is considered positive, it does not mean any loss of generality.
We prove that this equation is conditionally oscillatory and we identify the borderline
of oscillation and non-oscillation. Of course, this result cover all previously known re-
sults concerning Euler-type equations and whose coefficients are constant,
periodic, (asymptotically) almost periodic etc. This section is based on paper [35].

The critical case remains unsolved in Section [2.1] and for such general equations it is
not possible to solve it in general (for details see Remark [2.1.3)). Therefore, Sections
and are devoted to this problem. Section (based on paper [40]) deals with the
study of the critical case of Eq. with periodic coefficients r, s whose periods do not
have to coincide (e.g., one may be rational and the other irrational). In Section , we
solve the critical case for the equation

[(r(t) 4 2z fll) ) o)

log?t

+ (s(t) B Si(t)) 2e) (1.3.2)

log?t tp

with a-periodic coefficients r, s and general periodic coefficients Ry, ..., R,,, S1,...,95,
defined on some interval [a,00), a € R (see [41]). Moreover, we are able to combine
results of Section to prove that Eq. (1.3.2) is non-oscillatory if and only if

; atao % at+o
: s _ P
tlgglo v /T(T) dr /S(T)dT q Pt
» a+t m
att a+t a p f ZRi<T> dr .
+ 1 ZS(T) dr r(r)dr | +—=1 <4’
1P : 7 att =9 )
o =l a g+t [ r(r)dr

see Theorem [2.3.4]
Then we turn our attention to another type of conditionally oscillatory equations

rOP o] + 0 a() = (153



1.3. ORGANIZATION OF THE THESIS 11

where 7 > 0 and s are continuous. Eq. (|1.3.3) is discussed in Section (see paper [42]).
We prove that this equation remains conditionally oscillatory and we identify the sharp
borderline. Remarkable is the fact that the obtained results cover any equation of the

form ([1.3.3)) with coefficients r > 0, s satisfying

o Mo T sl dr
oo Vitlogt - o Vitlogt

for some positive a. Unfortunately, as well as above, the critical case is complicated

and remains unsolved in general. Hence, we dedicate Section to the critical case

of Eq. with periodic coefficients 7, s whose period may differ, i.e., without any

common period (see [44]).

The last section in Chapter [2| deals with the behavior of the perturbed Eq. .
The objective of Section is to identify the form of perturbations which preserve the
conditional oscillation of the original equation and to solve its behavior (see [45]). More
precisely, we perturb Eq. in the critical case and we analyze (non-)oscillation of
the resulting equation

P T2<t) 75 p—1 I /
[(1<t>+[10g(10gt)]2) o >]

1 Sg(t) ) —
+ tloglt (Sl(t) * [log(logt)]2> () =0,

where 1 > 0 and s; are a-periodic continuous functions and 79, s are continuous functions
satisfying

t
1 (t) + LU O, t > e,
[log(log t)]
t+a t+a
t_)oom/\rg w)| du = t—mW |so(u)|du = 0.

Chapters [3 and [4 are devoted to a presentation of the situation in the discrete case
and the case of dynamic equations on time scales. Since the discrete and time scale
methods are more complicated than in the continuous case, the results are in general not
as advanced as in the continuous case. Nevertheless, we succeeded to obtain a discrete
version of the result from Section [2.1] This result is contained in Chapter [3| (which is
based on paper [43]). We find the oscillation constant of the half-linear difference equation

Sk

A [qu)(Axk)] + m

(I)<xk+1) = 07

where k(P) stands for the generalized power function, the sequence {r} is a positive
bounded sequence such that there exists a (positive) mean value of {r, ?} and the se-
quence {s;} has a mean value.
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Finally, in Chapter |4 (see [40]) are treated dynamic half-linear equations on time scales

[r()® ()] + %@(yﬂ) =0, (1.3.4)

where o, f2,t® stand for the forward jump operator, A-derivative, and generalized power
function, respectively. The considered coefficients r, s are rd-continuous, positive, and
periodic. The obtained result shows that Eq. is conditionally oscillatory and
reveals its critical constant. In spite of the fact that this result is much weaker than the
results in continuous and discrete case, as far as we know, it is the most general result
about conditional oscillation on time scales and it could be a step to this rich field.



Chapter

Differential equations

2.1 Equations with coefficients having mean values

In this section, we will study Eq. (1.1.1]) in the form
P ! t
[T*E(t)q)(x')} + %@@) =0, (2.1.1)

where r : R, — R is a continuous function having mean value M (r) = 1 and satisfying

0<r” :=inf r(t) <r*:=sup r(t) < (2.1.2)
teR, teER,

and s : R, — R is a continuous function having mean value M (s) > 0.
The Riccati equation associated to Eq. (2.1.1)) has the form (see (1.1.13))

s(t)

w'(t) + - T (p— Dr(t)|w(t)|* = 0. (2.1.3)

Finally, using the substitution w(t) = —((¢)¢'"?, we obtain the adapted Riccati equation

1

¢'(t) = 3 [lp = () +s(t) + (p = Dr()IC@)I] (2.1.4)

which will play a crucial role in the proof of the announced result (see the below given

Theorem [2.1.3)).
To prove the main results, we will apply the Riccati technique for Eq. (1.1.1)). The

fundamental connection between the non-oscillation of Eq. (1.1.1)) and the solvability of
Eq. (1.1.13)) is described by the following theorem.

Theorem 2.1.1. Eq. (1.1.1) is non-oscillatory if and only if there exists a function w
which solves Eq. (1.1.13)) on some interval [T, 00).

Proof. The theorem is a consequence of the Reid roundabout theorem ]
We will also use the Sturm comparison theorem in the form given below.

Theorem 2.1.2. Let z,7Z : R, — R be continuous functions satisfying Z(t) > z(t) for all
sufficiently large t. Let us consider Eq. (1.1.1) and the equation

() ® ()] + Z(t)®(z) = 0. (2.1.5)

13
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(i) If Eq. (1.1.1)) is oscillatory, then Eq. (2.1.5) is oscillatory as well.

(i) If Eq. (2.1.5) is non-oscillatory, then Eq. (1.1.1) is non-oscillatory as well.
Proof. The theorem is a (weaker) reformulation of Theorem (see Remark|(1.1.2 -

Now, we recall the concept of mean values which is necessary to find an explicit
oscillation constant for general half-linear equations.

Definition 2.1.1. Let a continuous function f : R, — R be such that the limit

b+t

= lim - /f (2.1.6)

t—oco ¢

is finite and exists uniformly with respect to b € R,. The number M(f) is called the
mean value of f.

§2.1.1 Results and examples

To prove the announced result, we need the following lemmata.

Lemma 2.1.1. If there exists a solution of Eq. (2.1.4) on some interval [T, o0), then
FEq. (2.1.1) is non-oscillatory.

Proof. A solution ¢ of Eq. (2.1.4) on an interval [T, o) gives the solution w(t) = —((¢)t* P
of Eq. (2.1.3)) on the same interval. Thus, the lemma follows from Theorem [2.1.1} O

Lemma 2.1.2. Let Eq. (2.1.1) be non-oscillatory and let there exists M > 0 such that

[

/—S(:) dr| <M, a<b<c<oo. (2.1.7)
T
b

For any solution w of Eq. (2.1.3|) on [T, 00), it holds
/ A7 dr < oo, (2.1.8)
T

Proof. The lemma follows, e.g., from [21, Theorem 2.2.3], where it suffices to use (2.1.2)).
[l

Lemma 2.1.3. If Eq. (2.1.1)) is non-oscillatory, then there exists a solution ¢ of Eq. (2.1.4])
on some interval [T, 00) with the property that ((t) < A for allt > T and for some A > 0.
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Proof. Considering Theorem , the non-oscillation of Eq. implies that there

exists a solution w of Eq. on some interval [T, c0) which gives the solution ((t) =

—w(t)tP~! of Eq. on the interval. We show that this solution ¢ is bounded above.
At first, we prove the convergence of the integral

o0

/8(T> dr € R (2.1.9)
TP
T
and the inequality
—1 [ s(7)
sup |t* ——=dr | < L for some L > 0. (2.1.10)
>T TP

t

Evidently, it suffices to prove (2.1.9) and

limsup |~ / s(7) dr | < 0. (2.1.11)
t—o00 (4
¢
Let b > 0 be such that
t+b t+b
/5(7) dr >0, /s(r) dr — bM(s)| <b, t>T, (2.1.12)
t t

where we use directly Definition [2.1.] (the existence of M(s) > 0). The symbol [f(-)]*
and [f(-)]” will denote the positive and negative part of function f, respectively. We
choose ty > T'. We can express

to+kb to+kb n to+kb _
/ S 4 = / B o, / SO 4 ken
TP TP TP
t0+(k—1)b t0+(k—1)b to-l—(k—l)b

For an arbitrarily given positive integer k, we have

to+kb ( ) 1 to+kb
s(T
I, = dr < Td
k ¢ +(k/1)b ™ - lfo + (k= 1)b]l’t +(k/1)b s
o o (2.1.13)
to+kb
1
— —d
o o
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if I, > 0, and
to+kb ) ) totkb
s(T
_ dr< —— Td
[ Dot [ osore
to+(k—1)b to+(k—1)b (2.1.14)
1 to+kb
~d
area v B
to+(k—1)b
if I;, < 0. Using
[to + (k — )b

y
kbee [fo + kbJP

and using (2.1.12)), (2.1.13)), (2.1.14)), we obtain the existence of ny € N such that it holds

to+kb b1/ ]
—S(T)dT < [ (S)+], k > mng, ke N.
TP [to —+ (k — 1)[)]}7
to+(k—1)b
Since tq > T is arbitrary, it also holds
7 2b|M 1
Jen,,| oo .
TP tp

t

for all sufficiently large ¢.
Hence, the integral [ s(7)777dr is convergent. Especially,

t

sup /mdr < K for some K > 0. (2.1.16)
t>T TP
T

Moreover, we have (see ([2.1.15))

i o0 t+kb
limsup | t*! / s(7) dr | = limsup |tF? Z (/ s(7) dT)‘
f k=1 \t

oo TP 00 rh—1)p TP
_ = 2b[M(s) 4 1]

< hm su tp 1 —_—

=y ; [t + (k — 1))

Thus, (2.1.11)) is valid, i.e., there exists L > 0 for which (2.1.10]) is valid.
Integrating Eq. (2.1.3]), we obtain

t t

w(t) = w(T) — / SZ) dr — (p— 1)/7»(7) w(r)|tdr, t>T. (2.1.17)

T T
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We know that

/T(T) w(r)|dr < 0o, ie. (sece (Z12)), /|w<7>|QdT < . (2.1.18)

Indeed, considering (2.1.7) together with (2.1.16)), one can get (2.1.8)) from Lemma [2.1.2
From (2.1.9) and (2.1.17) it follows that there exists the limit lim; ,, w(t) € R. In

addition, the convergence of the integral in (2.1.18)) gives
lim |w(t)|? =0, ie, limw(t)=0. (2.1.19)

t—00 t—o00

Again, we consider arbitrarily given to > 7. We can rewrite Eq. (2.1.17) into (or see
directly Eq. (2.1.3))

t t
w(t) = w(ty) — / @dT —(p—1) /7“(7‘) lw(r)|*dr, t>T. (2.1.20)
T
to to
Putting ¢ty — oo, from (2.1.9)), (2.1.18]), (2.1.19)), and (2.1.20]), we obtain
B s(T) B g
w(t) = —dr + (p—=1) [ r(7) |w(r)|*dr, t>T. (2.1.21)
T
t t

Finally, let us denote w(t) = f1(t) + fa(t), where

o0 o0

h = [ Dar py=w-1 [ ezt
We know that (see and (2.1.21))
sup 771 [w(t) — fo(t) | < L. (2.1.22)
>T

We denote S := {t > T : w(t) < 0}. If w is positive, then the statement of the lemma is
true for all A > 0. Therefore, we can assume that S # ). Since f, is non-increasing and

lim; o, f2(t) = 0, function f; is nonnegative. From ([2.1.22)) it follows

sup 771 ([w(®)]” + fo(t)) = sup # [w(t) — fo(t) | < L.

Hence, we have

sup 77! u(t)] = sup £~ ({w(B)]” +0) < sup 7 ([w(®)]” + () < L

and, consequently, we obtain that ((t) = —t?"'w(t) < L, t > T. It means that the
statement of the lemma is valid for A = L. n
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Remark 2.1.1. Let Eq. (2.1.1) be non-oscillatory. If the considered function s is positive
for all ¢ > a, then the statement of Lemma is true for a negative solution ¢ of

Eq. (2.1.4). See, e.g., [21I, Lemma 2.2.5].

Theorem 2.1.3. Eq. (2.1.1) is oscillatory for M(s) > q~P, and non-oscillatory for
M(s) < q7P.

Proof. The proof is organized as follows. In the first part, we derive upper bounds for
two integrals involving function s. Then we prove the oscillatory part and, finally, the
non-oscillatory part.

At first, we use the existence of M (s) and the continuity of function s. There exists
B > 1 with the property that

b+8
/ s(t)dr| < B[M(s)+1], bela,00), (2.1.23)
b
. b+8 . b+B+£
— [ s(7 dT——/ST dr| <1, bela,0), &€ (0,1], 2.1.24
5 [smar—o [ s 0o g1, (2120
b b
and, consequently, there exists R > 0 with the property that
c+€
/S(T) dr| <R, c€la,a+ ], &€ (0,1]. (2.1.25)

C

We can rewrite ([2.1.24]) into the form

b+8 b+pB+¢
ﬁ / s(t) dr — % / s(t)dr| < B, b€ la,0), &€ (0,1].
b b+p
Using , we obtain
b+B+¢
ﬁ—‘i‘f S(T) dr <5+5[M(5)+1], be[aaoo>7€€(071]a
b+p
ie.,
b+B+E
s(t)dr| <28 [M(s)+2], be€la,00), e (0,1]. (2.1.26)

b+
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Combining (2.1.25)) and (|2.1.26]), we have

b+e
/5(7) dr{ < S, bé€a,0), €€ (0,1], (2.1.27)
b

where S := max{R,25[M(s) + 2]}. Since the function y(¢) = 1/t is decreasing and
positive on R,, it holds

t

2 t3 t2
s(r) .1 1
/T dr = » /5(7) dr + % /8(7') dr
t3

t1 t1

for all t5 > t; > a and for some t3 € [t,t5]. Analogously, for any to > t; > a, there exists
ty € [t1,t5] such that
t

/Q@dT:%fs(T)dT.

t1

Hence, from ([2.1.27)) it follows
/ﬂ dr| < %, b€ la,0), £ € (0,1]. (2.1.28)

Now, we prove the oscillatory part. Let M(s) > ¢~ P. By contradiction, in this part
of the proof, we will suppose that Eq. is non-oscillatory. Lemma says that
there exists a solution ¢ of Eq. (2.1.4) on some interval [T, o0) and that ((t) < A for all
t > T and for a certain number A > 0. Evidently, we can assume that 7" > 1.

We show that there exists K < —1 satisfying

Ct)>K, t>T. (2.1.29)

On contrary, let us assume that liminf, ., ((t) = —oo. Let ((t) < —P for all ¢ from some
interval [ty,ts], where to € (t; + 75 — 1,41+ j], 7 € N, and let P > 0 be such that (see
©2.1.2))

hz):=@p—-r |z|"—S—(p—1)z| >0, |z|> P. (2.1.30)
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Indeed, lim,_, 1+ () = co. We can assume that h is increasing for z > P. Using ([2.1.4)),
@-1.29), [£.1.30), it holds

to to
— — q
Gtts) = <ty = [ ¢ryar= | 0= 1) olr) & o Drtrer)l
t1 t
ta . pa t
Z/—(p—l) +(p—1)r 4 /ﬂdf
T T
t1 t
b HP 1)r— P4 bt
Sy SRR TS Y P
T T
t1 h
tity—1 ti+j5—1
—(p — — - Py
- / (p—DP+(p—r P / s(0)
T T
t1+5—2 tt—2
to t
—(p — — - pg
i / (p=1P+(p-r P / s(r)
T T
hiti-l t1+5—1
> 5 — § I S _ S 10— S a _§
t1+1 tl t1+j_1 t1+j_2 tl‘i‘j—li tl.

Thus, ((t) > —P—ST~! for all t > T which proves (2.1.29)). Indeed, it suffices to consider
((t;) = —P. In addition, we can assume that —K > A, i.e.,

K<({t)<—-K, t>T. (2.1.31)

Thus (see directly (2.1.4) and (2.1.28))), we have

to to

o) -l = | [¢orar| <[22 el + e ar+| [ 2 ar

t t1

< ll [(p— DIK|(t — t1) + S+ (p— V)r*| K| (£ — )]

for all t5 > t; > T, where to < t; + 1. The previous inequality implies

(p—DIK|+ 5+ (p—Drr|K]
t ’

|{(t2) = C(t) | < t>T, ty e (t,t+1]. (2.1.32)

Considering Definition and M(s) > ¢ P, there exist n € N and € > 0 such that

b+n
1
- / s(r)dr—q P >¢, bela,00), (2.1.33)
b
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and, at the same time, such that

b+n
€ 1
l— < = 2 . 2.1.34
4(p—1)]K]‘1<n/r(T>dT< , bela,00) (2.1.34)
For such an integer n, we define
1 t+n
I(t) == — / ((r)dr, t>T. (2.1.35)
n
t
Since
1 t+n 1 t+n
—/C(T)dT<—/Ad7':A, t>T,
n n
t t
we have

W) < A, t>T. (2.1.36)

Hence, to prove the first implication in the statement of the theorem, it suffices to show
that (2.1.36]) is not true.

From ([2.1.32)) it follows

‘C(t—FT)—C(t)’S%, t>T,7€[0,n], (2.1.37)

where
C=nllp-1)|K[+S+(p-1)rK|Y].

Especially (see (2.1.35)), (2.1.37) gives

t>T. (2.1.38)

()~ () < &

Next, we consider the function

t+n

a(t) = (p—1)C(t) + g + ]%1 / r(PCH dr, t>T.

If {(t) > 0 for some t > T, then g;(t) > 0. Henceforth (in this paragraph), we consider
the case when ((t) <0, ¢ > T. Let us define

—-p

p_l—l—(—x)q, x <0.
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It can be directly verified that function f has the global minimum

1 1 -p I4q—1 1 g—1 q—1
f(—ql—Q> =—q1—q+pq_ +q T =q ( L+gt q) +

4 —1
14qg—1
a1 q 1-a 1 |1—q g !
() e e

:qlfq _t —
q q

q
a [1—g¢q q—l}_o
q o1 1 q g—1

It means that f(z) > 0, x < 0. Especially, it gives the inequality

p—1CO) +q"+@-1[CH" =0, t=T. (2.1.39)
Considering ([2.1.34) and (2.1.39)), we have
t+n
go(t) == (p—1)C(t)+q" +E2= / ()" dr > —Z t>T. (2.1.40)

Applying ([2.1.37) and the inequalities K < ((t) < A, t > T, there exists £ > T such that

[C@* = IC(E+7)|*] < t>t 7€t t+n]

£
8(p—1)’
Hence (see also (2.1.34))), we get

(1) — galt |<—/ VIC@N = 1| dr

(2.1.41)
1 t+n - -
< dr <2 1 =—, t>t
<P [ dr <20 - 5t
t
From (2.1.40) and (2.1.41]), we know that
q(t) = —g, t>1t. (2.1.42)
Of course, ([2.1.42)) remains true for {(¢) > 0 as well.
Let us consider £ > ¢ for which
g —
Ct) -] < ——n, t>T1 9.1.43
60 = 90| < -5 (21.43)

Note that the existence of such a number ¢ follows from (2.1.38)). It is seen that ([2.1.42))
and (2.1.43) imply

t+n

(- 19t +q 7+ 22 /T(T) ¢(r)]* dr > _%, t>1. (2.1.44)

n

v

t
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Evidently, we can consider the solution { in an arbitrarily given neighborhood of +oc.

Hence, we can assume that

< £
t 24’
—Kn(p—1) ¢
i o
rt(—K)n(p—1) _ €
t 24"
From ([2.1.27) and (2.1.45)), we see
t+n t+ t+n
1 1 1 1
VT 2 T 3 (20
n T n t n T 1
t t t
1 t+n S
n n € -
< = — — — >
< /S(T)dT t2<t2 YL t>t,
t
from ([2.1.31]) and ([2.1.46)), we have
t+n t+n t+n
-1 -1 -1 1 1
n T n t n T 1
t t t
1 t+n % ( 1)

p— —Kn(p— £ .
< d —_— < —, t2>t
<Pt [iemlar < =P e ke,

t
and, analogously, from (2.1.2)), (2.1.31)), and (2.1.47)) it follows
t+n q t+n q
-1 -1
Ly P PR By A e
n T n t
t t
t+n
p—1 11
=2 [ (4- 1) ar
t
L H(—K)n(p 1)
p— q —K)in(p — € _
< d — t>t
<P [ ar < =G L

(2.1.45)
(2.1.46)

(2.1.47)

(2.1.48)

(2.1.49)

(2.1.50)
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For all ¢ > ¢, using (2.1.33)), (2.1.44), (2.1.48)), (2.1.49), and (2.1.50)), we obtain

7} 7”<p — () + 5(1) + (0= DI
T

1 s(r) T
I ) 2_
R L

t t t

t+n t+ t+

1 [ s(r) q" ¢() ¢? p-1 ()] 2
>a/TdT‘T+ " /Td+T+T e P
! 17ns(7>d7— T4 (p—1)9() + p+—7n A dr =S| > £
T ¢ T 1 s| 7 st

t

Thus, it holds

t

9(t) — 9(1) :/19’(7) de/é dr, t>%.

t

Since
t

_ €
lim | — d7 = o0,
t—o0 8T

t
we obtain that lim; ., ¥(¢) = co. The contradiction with (2.1.36]) proves the first impli-
cation.
In the non-oscillatory part of the proof, we consider M (s) < ¢ P. Let n € Nand ¢ > 0

satisfy
b+n

1

— / s(t)dr —q P < —e&, be€la,00). (2.1.51)

n
b

Let us consider solution ¢ of Eq. (2.1.4) given by ((7p) = —1 for some sufficiently large
To > a. Since the right-hand side of Eq. (2.1.4)) is continuous, the considered solution
can be defined on an interval [Ty, 7)), where Ty < 17 < oo. In addition, if T} < oo, we

can assume that
lim sup [{(t)] = oc. (2.1.52)

t—=T,

If 77 = oo, then the considered solution of Eq. (2.1.4)) satisfies the condition of Lemma
2.1.1L It means that it suffices to find B, C' € R for which

B<((t)<C, te|l,T)). (2.1.53)

As in the oscillatory part of the proof (see (2.1.29))), we can prove that ((t) > K for
some K < —1 and for all t € [Ty, T}). Indeed, we can analogously show that the inequality
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((t) < —P — STy * cannot be valid for any ¢ € [Ty, T}), where S is taken from and
P from (2.1.30). We want to prove that T} = co. On contrary, let be valid for
some 77 € R. Especially, solution ¢ has to be positive on some interval [T5, T3] C [To,T1)
in this case.

We denote

p \'7"
ti=—— = —g'P 2.1.54
(p_ 1) q ( )

and we compute
P—Di+q?+@-Df]"=0-pg" P+ps?=q¢?[(1—p)g+p =0 (21.55)

We know that ¢ is negative on an interval [T, T)) C [Ty, T1). Let Ty have the property
that ((T1) = 0. For all t,ty € [Ty, T1], t1 <ty < t; + 1, we have (see (2.1.28))

to

[C(ta) = C(t1) | = / C(r) dr| < (p—1) /r<<f>\+:+\<<7>rq b / s(r)

T
t1

K|+rt|K]7 S (p-1)[K|+r"|K|]+S
S(p_l)%+az( )l It1 K|+ 5

Thus, for general t1,ty € [Ty, TI] satisfying t; <ty < t1 4+ 2n, we have

2n ([p — Y[ K[+ 7" [K[7 + 5)

| ¢(t2) = C(t) | < £

(2.1.56)

We can assume that Tj is so large that
(1) <0, Te€eltt+2n]C[T,T),

if ((t) <t (see (2.1.54)). Namely (((Tp) = —1 < t), we can define the function
t+n

(1) = %/g(f) dr

for all t € [Ty, To + n) and for all t > Ty +n when ((t —n) < t. Especially, let Ty be so
large that J(7Tp) < .

We repeat that we assume the positivity of ¢ which implies the inequality 9(t) > # for
t from some interval. The continuity of 9 gives the existence of £ > Tj such that

IE)=t, V() >0. (2.1.57)
From ([2.1.56)) it follows that, for any ¢ > 0, one can choose Tj such that

[((t2) —C(t) | <6, To<ti <ty <ti+n<Ti.
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Thus, we can assume that

| 9() = ¢(r)| <6, Tet,i+n]. (2.1.58)

Consequently, let

|19 = [¢(n)]] < € [t,t+n]. (2.1.59)

€
8(p—1)’
At the same time, we can assume that n € N was chosen in such a way that it is valid

b+n

%/T(T) dr —1

b

Using (2.1.59) and m we have

< min {ﬁ, 1} . b€ [a,00). (2.1.60)

[(pl)ﬁ@ ”+—/ quT][( B +q 7+ (=1 PO
) t+n ) t+n 1 t+n
=(p—1) - / r(7) [¢(T)]? dr — |19(f)|q + - / r(7) ‘19(%)’(1 dr — - / r(7) }ﬁ(f)‘q dr
] ;—n ] t4n t t
<-v|3 [rnkorar- [ o) o
) |19(f)}q—%/7’(7') ()| dr
S(p—l)%/()(K — [9@)|") dr —i—(p—l)l—%/r(T)dT <z+z=%
Since (see (2.1.55)), (2.1.57))
(p=DIO+q "+ @-DPO =p-Dt+¢"+ -1 =0,
we have
(p—1)I()+qP +E— = / 4 dr| < 5 (2.1.61)
Let Ty be so large that (see (2 and also (2.1.48))
%/@dr—%/%dr <ﬁ, t> T, (2.1.62)
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and (see (2.1.2)) together with (2.1.58)) and also (2.1.50))

t+n t+n
p—1 [ r(r)|¢(n)* p—1 [ r(r)|¢(r) €
- / . dr — - / 2 dr <8(f+n)' (2.1.63)
Considering (2.1.51)), (2.1.61)), (2.1.62)), and (2.1.63), we obtain
t+n t+n
L _ 1 (p=1)¢(7) +5(7) + (p— Dr(7) [¢()[*
o= [emar=1 | ; dr
t t
1 1 s NG
D — T s(T D — T €
n f—l—ndT—i_ﬁ/f—i-—ndT—i_ - /r(T)Z—i—n d7'+4(%+n)
{ ] t+n
o el A U RT Rl BTG,
1 t+n
A
—|—5/s(7) dr —q ~|—4 < itn)

t

This contradiction (see (2.1.57))) means that (2.1.53) is true for B = K and C' = 0.
Since (2.1.52)) cannot be valid for any 7T} < oo, the considered solution ( exists on in-

terval [Ty, 00). We repeat that the non-oscillation of Eq. (2.1.1)) actually follows from
Lemma R.1.1] O

The following theorem is a version of Theorem [2.1.3] which is ready for applications
to the half-linear equations written in the form common in the literature.

Theorem 2.1.4. Let ¢ : R, — R be a continuous function, for which mean value M (c'~9)
exists and for which it holds

0 < inf ¢(t) < sup ¢(t) < oo, (2.1.64)
teER, teR,

and let d : R, — R be a continuous function having mean value M (d). Let

a+t 1=p
P 1—g\1p _ p i L 1—q
Fi=q¢?[M(()] "=q¢ tliglo /c (1)dr
Consider the equation
d(t
[c(t)®(2)] + t(—p)CD(:U) =0. (2.1.65)

Eq. (2.1.65)) is oscillatory if M(d) > T, and non-oscillatory if M(d) <T.
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Proof. Let M(d) > 0. Eq. (2.1.65)) can be rewritten into the form

[[e-] 7 o] + W) = o
[t ] Fapn] 4 L 0 2156
Eq. has the form of Eq. for
r(t) = % s(t) = [M(c™9)] 7 d(t), t>a.

Note that M(r) = 1 and M(s) > 0 and that (2.1.2)) follows from (2.1.64). Thus (see
Theorem [2.1.3)), Eq. (2.1.65)) is oscillatory for

M(s) = [M(cl‘q)]gM(d) = [M(=D]"" M(d) > ¢, e, M(d)>T,
and non-oscillatory if the opposite inequality M (d) < I' holds.

It remains to consider the case when M(d) < 0. Of course, there exists k£ > 0 such
that 0 < M(d+ k) = M(d) + k < T. We know that the equation

d(t) + k
[c(t)®(z")] + ( )t;r d(x) =0
is non-oscillatory. Now, it suffices to use Theorem [2.1.2] (ii). O

Remark 2.1.2. For reader’s convenience, we consider Eq. (instead of Eq. (2.1.1))
in Theorem m The form of Eq. shows how the presented result improves
the known ones. Especially, we get new results in two important cases, when function s
changes sign and when it is unbounded. For details, we refer to paper [38].

Remark 2.1.3. For M (d) =T, it is not possible do decide whether Eq. is oscillatory
or non-oscillatory for general functions ¢, d satisfying the conditions from the statement of
Theorem It follows, e.g., from the main results of [17, [19]. One of the most studied
classes of functions which have mean values is formed by almost periodic functions. Based
on the constructions from [76], it is conjectured in [38] that the case M(d) = I" is not
generally solvable (in the sense whether it is oscillatory or non-oscillatory) even for almost
periodic coefficients of Eq. . It means that there exist almost periodic functions
¢,d such that M(d) = T" and Eq. is oscillatory. At the same time, there exist
another set of almost periodic functions ¢, d satisfying M (d) = I' such that Eq.
is non-oscillatory. Note that the case of periodic functions ¢, d with the same period was
proved to be non-oscillatory (see [17, [19]).

To illustrate Theorem [2.1.4] we mention at least two examples.
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Example 2.1.1. For A > 1/2, B,C > 0, and ¢ = 3, let us consider the equation
O (z") " arcsin(cost) + [cos(Ct) sin(Ct)]?

d(x) =0. 2.1.67
A + cos(Bt) sin(Bt) + N | (z) ( )
Eq. (2.1.67) has the form of Eq. (2.1.65) for
1 i ?
o(t) = . i) - arcsin(cost) + [cos(Ct) sin(Ct)] ‘
A + cos(Bt) sin(Bt) \/1 +14142
It can be directly verified that
1+ 842
M (c'7%) = M ([cos(Bt) sin(Bt) + A]Q) = +88
and that .
M(d) = M ([cos(Ct) sin(C’t)]z) =3

Hence, if 2° < 3% (1 + 84?) then Eq. (2.1.67) is oscillatory and if 2° > 3% (1 + 8A4?) then
it is non-oscillatory; i.e., Eq. (2.1.67) is oscillatory for A € (k, 00) and non-oscillatory for
A€ (1/2,k), where

(83/3% —1)/8 = 1.498 455 995.
Since d is oscillatory, the other related results in the literature give no conclusion for
Eq. (2.1.65)).

Example 2.1.2. Let K € R and k& # 0 be arbitrarily given. We define the function
d:Ry — R by

1
dit) :=K+k(t—n)3", te [n,n+2—n),n€N;

2 1 2
dt)=K+k(n+—=—-t)3", te|n+—=n+—],neN;
2n 2n 2n
2n

It is seen that limsup,_,.. |d(t)] = oo and that M(d) = K. Analogously, for L > 0 and
[ > —L, we define ¢c: R; — R as

2
dit):= K, te {n—ir—,n—l—l),neN.

1
c(t):=L+1(t—n)2n, te€ [n,n+2—),nEN;
n

1 1 1
c(t)::L+l<n+——t)2n, te[n+—,n+—),nEN;
n 2n n

1
ct): =L, te [n+—,n+1),nEN.
n

We have (2.1.64) and M(c'™9) = L'~ Thus, Eq. (2.1.65) for the above given functions
¢, d is oscillatory if K > ¢~PL, and non-oscillatory if K < ¢ PL. Since d is not bounded,
the other related results in the literature give no conclusion for this equation.
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Theorem gives a new result for linear equations as well. Therefore, we mention
the following corollary.

Corollary 2.1.1. Let r,s : R, — R be continuous functions having mean values M (r),
M(s) and let (2.1.2) hold. Then, the equation

{x/},+ﬂ$:0

r(t) t2

is oscillatory if AM (r)M (s) > 1, and non-oscillatory if 4M(r)M(s) < 1.

Example 2.1.3. Using Corollary we can decide about the oscillation and non-
oscillation of several equations. Let a,b € R and m,n € N be relative prime. Let
f,9: Ry — R be arbitrary positive continuous functions with the property that

lim f(t) =1, lim ) =1

t—o0 tooo 12

The equations

02T+ | sin (v/mt + a;\(t—)l— sin (y/nt +b) o,
,, | cos (v/mt +a) | +sin (y/nt +b)
(1)) " -0,
7 |sin (y/mt 4+ a) |+ cos (y/nt +b)
(1] - 0,
FOT + | cos (v/mt + a;i + cos (/nt + b)x 0

~+
~—

are oscillatory for 8y > 7 and non-oscillatory for 8y < 7. Note that this simple criterion
does not follow from known ones.

In the following corollary, we mention the case of negative coefficient r.

Corollary 2.1.2. Let r,s : R, — R be continuous functions such that function s has
mean value M(s) and that there exists mean value R := M (|r|'=9). Let

—oo < inf r(t) < sup r(t) <0
tERa tERa

be fulfilled. The equation
e + e =0

N
is oscillatory if M(s) < —q PR'™P, and non-oscillatory if M(s) > —q PR'"P.

Proof. To prove the corollary, it suffices to use Theorem [2.1.4] and the fact that the
solution space of half-linear equations is homogeneous. O
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One can prove a number of consequences using different types of comparison theorems.
For example, applying Theorem and [21], Theorem 2.3.1], we immediately obtain the
next new result.

Corollary 2.1.3. Let r,s : R, — R be continuous functions having mean values M (r),

M(s). Let (2.1.2)) hold and let

a+t 1-p
1
D:=q¢P[M@)]" " =¢"|lim = / r(r)dr
t—oo t
Let us consider the equation
P /
i eE)] +ybeE) o, (2.1.68)

where y : R, — R is a continuous function satisfying faoo y(7)dr < 00.

(i) If there exists to > a for which

o0 o0

/ﬂdT g/y(T)dT, t> t,

TP
t t

and if M(s) > T, then Eq. (2.1.68)) is oscillatory.
(i) If there exists to > a for which

[e.9] (e 9]

/@chz /y(T)dT, t > to,

TP
t t

and if M(s) < T, then Eq. (2.1.68)) is non-oscillatory.

In the following example, we demonstrate, that the results are applicable even if M (s)
does not exists.

Example 2.1.4. Let p > 1 and X,Y, Z;, Z5 > 0. Putting

1
s(t)=X+Y (t—-2"2", te [2”,2"+Z),neN;

1 1 1
s(t) ::X+Y(2”+§—t>2", te [2"+Z,2"+§>,neN;

1 1 3
S(i)ZIX—Y(t—Qn—§)2n, t€{2"+§,2"+1),neN;

3
s(t)=X-Y2"+1-t)2", te [2"—1—1,2"—}-1},7161\1;
s(t) =X, teRy\ [ J[2"2"+1],

neN
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we define the continuous function s : Ry, — R. Evidently, mean value M (s) does not
exist. Since

gn+l 2" 41

- X - X Y [ 2 2"
0~ / s(T)p dr — / s(T)p dT<1_6[<2n)p_(2n 1)p}
A A + (2.1.69)
Y. .2m [(2"+1)P — (2M)P
B -yl Y 1
16 (2n 4 1)p(2m)P 16 (2n)p-t
we have -
s(T) Y
— 2.1.
0</7Pd<16 2p1 / dr < oc. (2.1.70)
2
Considering

(@2r+1)P— (2"
. 2r+1)p(2n)P
lim I —

n—oo

=0

2[n+1]p

and (2.1.69)), there exists a positive continuous function h : Ry, — R with the property
that

2n+1 2n+1

- X
/ h(T) dr > / s(7) ar|, te [2n72n+1) . neN, (2.1.71)
P TP

T
t

t
and that lim;_,o h(t) = 0. Using (2.1.71)), we obtain

d})(._.h oo @3){
/—(T) dr < / 5(7) /ﬂdﬂ t>2. (2.1.72)
TP TP TP
t t
In addition, M (X +h) = M(X —h) = X and
/—h(T) dr < o0. (2.1.73)
TP
2
It is also seen that .
/—X — ) dr >0 (2.1.74)
TP
for all sufficiently large t. The equations
_p X —h(t
[(|sin [Z:1]| + [cos [Z:8]] + |sin [Zat]| + |cos [Zot]]) qcp(g;')} - B g2y =0,
) ) _p X +4+h
[(\sm [Z1t]] + |cos [Z1t]] + [sin [Zat]| + |cos [Zat]|) "« @(x’)] " ( )(I)(.CE) =0
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are oscillatory for X > ¢ ?(7/8)?~! and non-oscillatory for X < ¢ P(7/8)P~! (see Theo-

rem [2.1.4)). Indeed,

M ([|sin (Z1t)| + |cos (Z1t)| + |sin (Zat)| + |cos (Z2t)|]p(qq_l)) _

8
=

Therefore (see Corollary together with (2.1.70)), (2.1.72), (2.1.73)), (2.1.74))), we know
that the equation

[(|Sin [Z1t]] + |cos [Z1t]| + |sin [Zat]| + |cos [Z215]|)7g (I)(a:')}/ + ﬂ@(.ﬁb) =0

is oscillatory if X > ¢7P(7/8)P~!, and non-oscillatory if X < ¢ ?(7/8)P~1.

§2.1.2 An application

In this paragraph, we use our main result to derive a theorem related to elliptic partial
differential equations with p-Laplacian and the power type non-linearity

div (A(x)||vu||p*2vu) 4 C(2)®(u) = 0, (2.1.75)

where z = (z;)I, € R", Ais an elliptic n x n matrix function with differentiable compo-
nents, and C' is a Holder continuous function. As a solution of Eq. (2.1.75) in 2 C R™,
we understand a differentiable function u such that A(z)||Vu(z)||" Vu(z) is also dif-

ferentiable and wu satisfies (2.1.75)) in €.

The following notation is used. We consider the usual Euclidean norm

1
Ji- (3]

41 = sup 1401

B0 0]l

the induced matrix norm

and Apin(7), Amax(x) stands for the smallest and largest eigenvalue of matrix A(x), re-
spectively. From the fact that A(x) is positive definite, it follows that [|A(x)] = Amax ().

Denote Q(rg) := {x € R : ||z|| > ro}. We say that a solution u of Eq. is
oscillatory if it has a zero in Q(r) for every r > ry. Eq. is said to be oscillatory
if every solution of this equation is oscillatory. Otherwise, Eq. is said to be
non-oscillatory.

Recall that in general we distinguish two types of oscillation in the theory of :
the (weak) oscillation defined in the previous paragraph and the so called (strong) nodal
oscillation, which is based on nodal domains (i.e., bounded domains such that the equation
possesses a nontrivial solution which vanishes on the boundary of this domain). Con-
cerning this concept of oscillation, Eq. is said to be nodally oscillatory if every
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solution has a nodal domain outside of any ball in R", and to be nodally non-oscillatory in
the opposite case. It is known that the nodal oscillation implies oscillation. The opposite
implication has been proved only in the linear case p = 2 (see [61]) and remains an open
question in the half-linear multidimensional case. We also refer to [72] which relates the
weak oscillation of linear PDE’s (and thus nodal oscillation) with the finiteness of negative
spectrum of the Laplace operator, which is of interest in physical applications.

Since the results of this section are based on the method of Riccati type equation, in
the oscillation criteria we essentially prove a nonexistence of eventually positive solution,
i.e., we deal with weak oscillation.

In [20, 57], there is proved a theorem which allows to deduce the oscillation of certain
half-linear partial differential equations from the oscillation of ordinary differential equa-
tions if A(z) is either the identity matrix or a scalar multiple of the identity matrix. This
theorem has been later extended in [30] (see also [59]) as follows.

Theorem 2.1.5. Let us define the functions

)\max(l'))pl 3 " N

7(t) = /|36=t (Amin(l‘) max () for p > 2;

/ e fort<p=2 (2.1.76)
|

|z[|=t

o) = /| | Cas

If the equation

/
(F@@)) + by e(w) =0
1s oscillatory, then Eq. (2.1.75)) is oscillatory as well.

We can easily apply the oscillation part of Theorem and Theorem to obtain
the following result.

Theorem 2.1.6. Let 7(t) and ¢(t) be defined by (2.1.76]). Suppose that

0 < liminf 7(¢) < limsup 7(t) < 0o
t—o0 t—o00

and that M(7'9) and M(c(t)t?) exist. If
M) > g7 [ME]",
then FEq. (2.1.75)) is oscillatory.

Remark 2.1.4. Note that in contrast to Theorem [2.1.4] we lack the non-oscillation part
in Theorem [2.1.5 and consequently also in Theorem [2.1.6] because there is a princi-
pal problem with non-oscillation criteria for partial differential equations via the Riccati
method. A detailed discussion related to the relationship of the Riccati equation and the
non-oscillation of second order equations (in the multidimensional case) can be found in

I15].



2.2. PERIODIC COEFFICIENTS 35

2.2 Non-oscillation of equations with periodic
coefficients in critical case

In the previous section, we found the critical oscillation constant for Eq. with
coefficients r and s having mean values. Despite that the critical case cannot be resolved
in full generality, there remains still a solvable open problem. It is not known whether
Eq. with positive a-periodic coefficient r and §-periodic coefficient s is oscillatory
or not in the critical case (r and s do not need to have any common period, e.g., a = 1,
B = /2). In this section, we prove that Eq. is non-oscillatory in this case. We
point out that coefficient s can change its sign (in contrast with the situation common in
the literature) and we remark that, according to our best knowledge, the result presented
in this section is new in the half-linear case as well as in the linear one (i.e., for p = 2).
To prove this result, we have to use another method than in Section

§2.2.1 Preliminaries

In this paragraph, we mention the used form of studied equations together with the
corresponding Riccati equation, and the concept of the modified Priifer angle. These

tools will be applied in [§2.2.2] and [§2.2.3]
We study the equation

[r‘g(t)q) (3:')}, + ﬂ@(m) =0, (2.2.1)

tp

where ;s : R, = R, R, := [a,0), a > e (e denotes the base of the natural logarithm log).
Henceforth, let function r be bounded and positive and s be such that limsup,_, . |s(t)| <
oo. For further use, we denote

rt = sup{r(t); t € R,}, st = sup{|s(t)]; t € R,}. (2.2.2)

Let us recall that via the Riccati transformation

(¢
o (28,

x(t)
where z is a nontrivial solution of Eq. (2.2.1) and function w is well defined whenever
z(t) # 0, we obtain the Riccati equation

s(t)

tp

QI3

w(t)=r

w + +(p—1Dr(t)|w|*=0 (2.2.3)

associated to Eq. (2.2.1]).

Using the notion of the half-linear trigonometric functions recalled in Section [I.1] we
can introduce the modified half-linear Priifer transformation

z(t) = p(t)sin, p(t), 2'(t) = r(t)tp(t) cos, p(t). (2.2.4)
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Denote v(t) = t?~'w(t), where w is a solution of Eq. (2.2.3)). Considering the transforma-
tion given by ([2.2.4]), we get
V= (M) . (2.2.5)

siny,

From the fact that sin, solves the equation in (1.1.2)), we have

cosy

v'=(1-p) {H :
sin,,

P
} o (2.2.6)
On the other hand, applying the Riccati equation ({2.2.3]), we obtain

s(t)
p—1

-1 p
v = [tpflw], =(p— Dt 2w+ 1w = pT |:1J - —r(t) M‘ } . (2.2.7)

siny,

Putting (2.2.6) and ([2.2.7)) together and using ([2.2.5)), we have

p] o= p; : {q) (Ziﬁz) - ps@l —r(t)

Then, by a direct calculation starting with (2.2.8) and taking into account the Pythago-
rean identity (1.1.5]), we obtain the equation for the Priifer angle ¢ associated to Eq. (2.2.1])
as

cos),

sin,,

cos,,
sin,,

(1-p) {1 + p} . (228)

/ . | sin,, |
¢ == [r(t)| cos, plP — P(cos, ) sin, ¢ + s(zﬁ)pf1 : (2.2.9)

For details, we can also refer to [19].

§2.2.2 Auxiliary results

To prove the announced result, we will use the following lemmata. The first four of them

deal with Eq. (2.2.9).
Lemma 2.2.1. For a solution ¢ of Eq. (2.2.9) on [a,0), it holds

so(t)’ N,
logt

lim sup
t—o00

1.€., there exists N > O with the property that

lo(t)| < Nlogt, t> a.
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Proof. Considering ([2.2.2)) and ((1.1.6)), one can directly calculate

o(t) — w(to)

lim sup
logt

t—o00

t—o00

¢
1
< lim sup @/|g0’(7')|d7
to

< limsup LL /t ! (r(T)\ cos, @(7) [

t—00 ogt )] T
to

 0(cos, r)siny )]+ s(r)| 22200 ) dr]

t

. 1 I stL .
<limsup |— [ = (r"L+ L+ dr| = K limsup
tsoo | logt J T p—1 t—00 logt
to

logt —logty

where ty € R, is arbitrarily given and

N sTL
K:=r"L+ L+ T (2.2.10)
p —

]

Lemma 2.2.2. If ¢ is a solution of Eq. (2.2.9) on [a,0), then the function ¢ : R, — R
defined by

i+t
b(t) = / ‘p\%) dr, t>a, (2.2.11)
t
satisfies
C'logt
plt+5) =B < 2= t2a s € 0,VE], (2.2.12)
Vit
for some C > 0.
Proof. At first, we consider the function
. t+Vt
()= — [ p(r)dr, t>a,
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and we estimate its difference from . For ¢t > a, we have

Bt — ()|

t+/t t++/t

%t/go(ﬂdT— / SOV(?dT
" L
(e

t+v/t

t+\/_ \/_/Nlo T7dr < Hvis ﬂNlog(t—l—\/%),

Vi

where N is taken from the statement of Lemma Evidently, it holds

1
lim \/t + Vit — Vt = =, lim
t—o0 2

log (t+ \/I_f) _

t—00 logt

Thus, there exists K > 0 for which

Klogt
B t>a (2.2.13)
Vit

() — (1) <

Since ¢ is continuous, we have that, for any ¢t > a, there exists #; € [t, t+ \/ﬂ such
that 1 (t) = p(to). Hence, we have

Pt + ) = ()|

IN

<

t+Vi
jolt+5) = olto)l < [ I¢(0)] ar

t+y/t
2| [ rmcos, o) +[@(cos, p(r)sing o(r)] dr

" (2.2.14)

/ Lsing ()P “0 1s(7)] dr

t+vt Let %
1 S
= Lrt+ L+ )d7'<—, t>a,s€[0,\/ﬂ,
t/( p—1 RV A

t

where K is given in (2.2.10) (r™, s* are defined in (2.2.2) and L is from (1.1.6))). Combining

(2.2.13) and (2.2.14]), we obtain (2.2.12)) for C' = K + K. O
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Remark 2.2.1. From the above lemmata, it follows that there exists U > 0 for which
|¥(t)] < Ulogt, t> a, (2.2.15)

where 1 is defined in (2.2.11)) for a solution ¢ of Eq. (2.2.9) on [a, 00).

Lemma 2.2.3. Let ¢ be a solution of Eq. (2.2.9) on [a,00). Then, there exist P,o > 0
such that the function v : R, — R defined in (2.2.11)) satisfies the inequalities

t++/t
(2.2.16)

w’g% |C03¥¢|p / r(7)dr — ®(cos, ) sin, ¢
jsiny g
siny, 1|P r
(p—l)\/l_f / S(T)dT+tQ
and
) t+/t
1/1’2% WC)S% / r(7)dr — ®(cos, ) sin, ¢
- - . (2.2.17)
sin, Y|P _
(p—l)\/f s(t)dr m

Proof. For arbitrarily given ¢ > a, we have
t+V/'t

L p(t+ V) / e .

VT

pt+vt) () 1 .
Vievt Vi VE Vie Vi

Vi = (1 i 21¢¥)
t+vt
Sl T e,
N AN T o
' (2.2.18)
t+Vt .
= / T—g[7’(7’)|cosp<p(7)|p—@(cospgo(T))sinpgo(T)
t+/t
p(t+vt) / o)

t
| siny, o(7)[” 1

+ —————s(7)|dT + .

p—1 (7) 2Vt Vit + A/t 272

—~
~
_|_
-3
wlw
|
~
N}
I
N W

Since
lim
t—o0
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there exists V' > 0 for which
(2.2.19)

Thus, it holds (see again (2.2.2)), (1.1.6]), (2.2.10]))
t+v/t
1 p
()l cos, )P = @(cosy (7)) sy o(r) + A )| o
v

/5
/J () o8y I — cos, (s o17) +

t

t+v1 I
1

e 2434

p—l t2 T2

We have (see (2.2.12) in Lemma [2.2.2] and (2.2.15)) in Remark [2.2.1])

p(t+VE) pi)| 1 90(t+\/?_5)_¢(t)

1
2/t Vi+ AVt 2t | 2t /1+\/i{e

e (t+Vt) —¥(t) o [1- 1
1+ %
(2.2.21)
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for some ()1 > 0 and for all ¢ > a. We also have (see again (2.2.12)), (2.2.15)) with (2.2.19))

t++/t t+v1t
P(t) / 90(7;) drl = w@ B 90(73) dr
2t 272 2tz 272

t t

t+Vt t+v/t

< w(? B w@ darl + / w@ B 90(7';) dr
/ 2t2 272 272 272 (2.2.22)
t+vt t+Vt

| 1 1 1
S Uogt / <—3——3 d7'+ / Cogzd’r
2 ts 75 Vit2r:

t t

3
< Ulogt (t+V1t)? — 3 N Clogt < (VU + C)logt < Q-
- 2 t3 2 23 BRE
for a number Q)3 > 0 and for all ¢t > a. Considering (2.2.21)) and ([2.2.22)), we get

7 1 2
fz t / 3 — ) a. 2. .

It means (see also (2.2.18) and ([2.2.20))) that it suffices to consider the expression

t+vt
% % / r(7)| cos, @(T) [P — ®(cos, (7)) sin, (7) +

Si p
| 1HPSO<T)| S(T) dT
p—1
t
and that, to prove the statement of the lemma, it suffices to obtain the following set of

inequalities

) /1 t+vt
ol / (e dr - / leos, er)Pdr| < Z2EL (222a)
Vi A
(D(coqub(t))sinpw(t)—\% / P(cos, ¢(7)) sin, (1) dr| < t—;, (2.2.25)
. ) t+/1 t+vt A
_|Sm%<t>‘ / S<T>d7—\% / s(7) siny (7P dr| < ?’fft (2.2.26)

for some constants A, Ay, A3 > 0, for a number o > 0, and for all t > a.
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Since the half-linear trigonometric functions are continuously differentiable and pe-
riodic, there exists B > 0 with the property that

|| cos, yl” — | cos, 2|P| < Bly — 2|, y,z€R, (2.2.27)
‘cospy—cospz‘ <Bly—z|, y,z€R, (2.2.28)
|[sin, y|? — |sin, 2| < Bly — 2|, y,z €R, (2.2.29)
|sin,y —sin, 2| < Bly— 2|, y,z€R (2.2.30)

If p > 2, then function ® has the Lipschitz property, i.e., there exists B > 2 for which

|B(y) — ®(2)| < Bly — 2|, y,2¢€(~L,L). (2.2.31)
If p € (1,2), then
Pt =2 < |y — 2P, g,z €[0,L), (2.2.32)
and
P~ 4 2P <2y + 2Pt g,z € [0, L), (2.2.33)
Considering and (2.2.33), for p € (1,2), we have
|B(y) — (2)| <2y — 2P, y,z € (—L,L). (2.2.34)
Thus, for all p > 1, and give
|®(y) — ®(2)| < B2L|y — 2|*, y,z € (~L, L), (2.2.35)

where p := min{l,p — 1} and where we use
Altogether, it holds (see (1.1.6)), (2.2.28)), (2.2.30)), (2.2.35)), and (2.2.36))

®(cos, y) sin, y — P(cos, 2) sin, z | < |P(cos, y) sin, y — P(cos, z) sin, y
P P p P P P P P
+ |®(cos, z) sin, y — D(cos, z) sin, z| < L |P(cos,y) — P(cos, 2)| (2.2.37)
+ LPVsin, y — siny, z| < 2L2BB? |y — 2| + 2LPBly — 2|

for all y, 2 € R and p > 1. Of course, (2.2.37)) guarantees the existence of B > 0 such that

|®(cos, y) sin, y — ®(cos, 2)sin, 2| < Bly — z|”, y,z €R. (2.2.38)
Inequality ([2.2.24) follows directly from (see (2.2.2)), (2.2.12)), and (2.2.27))
. t+Vt
= | ) Geos, w0 = o, et ar
' (2.2.39)
1 a *t*BC'logt
r og
< — r(T)BlyY(t) — o(7)|dr < —————, t >a.
< [ OB — el ar <

t
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Applying (2.2.12)) and (2.2.38)), we have

t+Vt
O (cos, P(t)) siny, Y (t) — 1 / O (cos, () sin, p(7) dr

Vit

t
t4+/t

< % / |®(cos, (t)) siny, ¥(t) — D(cos, ¢(T)) sin, p(7)] d7T

t+/t t+vVi__ _
1 / BC?log’t d BC?log’t
[ ——— T =

1 n P
< / Bl - erfar< = [ 2 :

i.e., (2.2.25) is true for some Ay > 0 and ¢ € (0, p/2). Analogously as in (2.2.39) (consider
(2.2.2)), (2.2.12)), and ([2.2.29)), one can obtain (2.2.26)) using

, t=a

t

) ) t+Vt t+vt
—’Sm”\;é(t)' / S(T)dT—% t/ o(7) simy ()P dr
t+Vt
< / SIBIE) — p(r)dr < ZBC18E s,
- \/E J = \/E s =

From the above calculations, we get (2.2.16)) and (2.2.17) for a number P > 0 and any o
such that ¢ € (0,p/2) = (0,min{p — 1,1}/2) and o < 1/3 (see (2.2.23))). O

Lemma 2.2.4. Let function v be a-periodic and s be 3-periodic for arbitrary o, 8 > 0.
Let ¢ be a solution of Eq. (2.2.9) on [a,00). Then, there exist P > 0 and ¢ > 0 such that

the function v : R, — R defined by (2.2.11)) satisfies the inequality

|sin, [P P

| cos, P[P M (1) — ®(cos, 1) sin, ¢ + M (s) p— I

W < % (2.2.40)

Proof. From Lemma (see (2.2.16))), we know that 1 satisfies the inequality

t+vt
/ r(7)dr — ®(cos, ) sin, 1

t

| cosp P
Vit

1
!
< —
d}_t

2.2.41
t-++/t ( )

| sin, ¢|P P
+—(p—1)\/%t/s<7)d7—+t9
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for some P > 0 and ¢ € (0,1/3). Let t > a be arbitrarily given. Let n € NU {0} be such
that na < v/t < (n + 1)a. Using the periodicity of function r and (2.2.2)), we obtain

t+V/t t+Vt t+no
1 1 1
= / r(r)dr = M)| <| = / (- — / (r)dr
e e 2.2.42
+ % / r(r)dr — % r(r)dr ( )
rta 1 1 [rt+ M(r)] «
S—t—i—(%—%)naM(r)g i
Analogously, we can obtain

= ty\/{s(T) dr — M(s)| < [s7 + M(s)] 8 (2.2.43)

Vi B Vi -

t

Obviously, inequalities (2.2.41)), (2.2.42)), and ([2.2.43)) give the statement of the lemma. []

Next, we deal with a perturbed equation and we state the equation for its Priifer
angle. We also mention a consequence of Lemma [2.2.3] as the below given Lemma [2.2.6],
which will be essential in [§2.2.3

Lemma 2.2.5. There exists € > 0 such that the equation

p /
e\ ¢ O(z) [ _ €
1+ O ()| + —= Pr— | =0 2.2.44

(1+15) o) + 22 (e o) 2240
18 non-oscillatory.
Proof. The lemma follows from [16, Theorem 4.1] (see also [17]). O

Considering (2.2.9)), the equation for the Priifer angle n associated to Eq. (2.2.44]) is
p 1 £ :
n =1 {1+ 17— [cos,n|” = P(cos,n) sin, n
t log“t

(2.2.45)

_ £ | sin, n|P
p P
+(q +10g2t) p—1 ]

Lemma 2.2.6. Let n be a solution of Eq. (2.2.45) on [a,00). Then, there exist P>0
and ¢ > 0 such that the function ¢ : R, — R defined as

t++/t

C(t):z/&\/;)dﬂ t>a,

t
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satisfies the inequality

ro 1 p _ .
¢ > ¥[|Cospg| ( log [t—!—\/_]) ®(cos, () sin,, ¢

R (2.2.46)
| sin, C|P [ _ € P
e L T Ty [y
p—1 E log? [t + V1] e
Proof. Since Eq. (2.2.44)) is a special case of Eq. (2.2.1)) for
€
r)=1+——,  s{t)=q P+ ——0o,
O=14 o s =07+ o
we can use the above lemmata for ¢ which corresponds to .
Especially, from Lemma [2.2.3[ (see (2.2.17))), we have
jcos, P
1 | |cos,(|P
’>——p/ 1+ dr — ®(cos, () sin
<_t NG ( logT T (cosy () sin, ¢
t
sing 7 P
sin, ¢|P €
el [y ar -
(p -1Vt (q log® T) te
t
>1 | cos, C|P R — ®(cos, () sin, ¢
—t P log2 [t + \/ﬂ P P
| sin, P [ _ £ P
P ——— | - |
p—1 K log? [t+\/ﬂ te
It means that it suffices to put P =P and 0 = p in ([2.2.46]). O

§2.2.3 Main results and examples
Now, we can prove the announced result.

Theorem 2.2.1. If function r is a-periodic and has mean value M(r) = 1 and if function
s is [-periodic and has mean value M(s) = q~?, then Eq. (2.2.1)) is non-oscillatory.

Proof. Taking into account the half-linear Pythagorean identity (see ([1.1.5])), we observe
1
ma {|sing yl?, | cos, 7} > 5. v R

Hence, for € > 0 from the statement of Lemma there exists 0 > 0 with the property
that
£ |sin, y|”

- >0, yeR;

e |cos, y|” +
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i.e., it holds
e |cos, yl” e |sin, y/” -
log” [t+ V] (p—1)log” [t+ V1] ~ t¢
for any constant D > 0 and ¢ > 0 and for all sufficiently large .
Let ¢ be a solution of Eq. (2.2.9) which is associated to Eq. (2.2.1)). Lemma says

that the function 1 defined by (2.2.11)) satisfies inequality ([2.2.40)). Thus, considering
(2.2.47), where D = P + P and ¢ = min{p, ¢}, we have

y €R, (2.2.47)

1 : _Isin,p P
Y < n | cos, Y|P — @ (cos, ) sin, ¥ + ¢ pp+1 7
1] £
< —]eosp P 1+ —5——= | — ®(cos, ) sin 2.2.48
+ | cos, Y| ( 10g2 [t—l—\/?_f]) (cosp ) sin, ( )

| sin,, ¥|? . € P

" p—1 (q +log2 [t—l—\/ﬂ) te

for sufficiently large t. It is well-known that the non-oscillation of Eq. is equivalent

to the boundedness from above of the Priifer angle ¢ (given by ) We can refer,

e.g., to [21) Section 1.1.3], [19], [71] (or consider directly together with Eq.

when sin, ¢ = 0). We remark that the space of all values of ¢ is unbounded if and only

if limy o p(t) = oco. It follows from the periodicity of the half-linear sine function and

the right-hand side of Eq. for values ¢ satisfying sin, ¢ = 0 (when the derivative
is positive).

Considering Lemma , we know that the Prifer angle n given by Eq. is
bounded. Lemma [2.2.2]says that ¢ is bounded if and only if ¢ is bounded. In particular,
¢ is bounded, because 7, ¢ are special cases of ¢, ¥, respectively. Thus, Lemma [2.2.6
together with guarantees that the considered solution ¢ (given by Eq. ) is
bounded, i.e., Eq. (2.2.1)) is non-oscillatory. Indeed, it suffices to consider the solutions p,
v of the equations

- . sin, ulP P
p = — || cos, p|? — ®(cos, p) siny, p + q—p|p+li| i .

)

21
t

1- €
vV =—1lcos, v’ 1+ ———— | — P(cos, v)sin, v

N | sin, v|P v € B P

p—1 1 log? [t + V1] te

determined by the same initial condition u(7) = v(T) = 0, where T is sufficiently large.
We have v(t) > u(t), t > T. Therefore (see again (2.2.12))),

limsup ¢(t) = limsupn(t) < oo
t—00

t—o00



2.2. PERIODIC COEFFICIENTS 47

gives
limsup ¢(t) = limsup ¥ () < oo.

t—o00 t—o00

We formulate the following direct consequence of Theorem [2.1.4

Corollary 2.2.1. Let r be an a-periodic function having mean value M(r) = 1 and let

s be a B-periodic function. Eq. (2.2.1) is oscillatory if M(s) > ¢ P; and Eq. (2.2.1)) is

non-oscillatory if M(s) < qP.
Remark 2.2.2. In fact, the non-oscillatory part of Corollary is also a consequence of
our Theorem and the half-linear Sturm comparison theorem [1.1.3]

Using Corollary we can improve Theorem [2.2.1]in the next form common in the

literature.

Theorem 2.2.2. Let function f be a-periodic, positive, and continuous and let function
h be B-periodic and continuous for arbitrary o, f > 0. Consider the half-linear equation

[f ()@ ()] + = 0z) =0, (2.2.49)
Let .
vm D) = | [ e (2.2.50)

(i) If M(h) > =, then Eq. (2.2.49)) is oscillatory.
(i) If M(h) <y, then Eq. (2.2.49) is non-oscillatory.
Proof. We rewrite Eq. (2.2.49) as

7] F o)) + o) —o
i.e., it takes the form of Eq. for
r(t) = ]\g(_qu(Z), s(t) = [M (flfq)]g h(t).

Theorem and Corollary give that Eq. (2.2.49) is non-oscillatory if and only if

2
q

M(s) = [M (f79)] M(h) = [M (f=9)]" M(h) < g7,

Using v given in ([2.2.50]), we can reformulate this observation as follows. Eq. (2.2.49)) is
non-oscillatory if and only if M(h) < 7. ]
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Remark 2.2.3. Let us consider the case when M(h) = ~. Note that it is not possible
to generalize the above obtained result (see Theorem or directly Theorem
for general function h having mean value. It follows, e.g., from the main result of [19].
We conjecture that such a generalization is not true even for limit periodic and almost
periodic functions on the position of A. Our conjecture is based on the constructions
mentioned in [76] (or see [75, Theorem 3.5] together with [I1, Theorem 1.27]).

Immediately, Theorem guarantees the conditional oscillation of general periodic
linear equations which is explicitly embodied in the below mentioned corollary.

Corollary 2.2.2. Let gy, gs be periodic and continuous functions and let g, be positive.

The equation
/ /
t
[ x } + g2l )J: =0

91(t) ¢
is oscillatory if and only if M (g1) M (g2) > 1/4.
Proof. Tt suffices to put p = 2 in Theorem [2.2.2] n

Remark 2.2.4. If M (g1) M (g2) # 1/4 and if g, is positive, then the statement of Corol-
lary follows from many known results.

To illustrate Theorem and Corollary [2.2.2] we give the following two examples
which are not generally solvable using known oscillatory criteria. We recall that the most
general result concerning the conditional oscillation of Eq. is proved in Section
2.1 (see [35]). There is analyzed the conditional oscillation of equations with coefficients
having mean values. The critical constant is found, but the critical case remains unsolved.
Remark is devoted to the description of this problem.

On the other hand, the critical case is studied in papers [I7, [19], where the coefficients
of the considered equations have the same period. The critical case with different periods
of coefficients has not been analyzed in the literature.

Example 2.2.1. Let a > 1/2; 81,52 # 0, p = 3/2. The coefficients of the half-linear
equation
® (2') " (cos[Bat] sin [Bat])?
a + cos [f1t] sin |81 1] t3
satisfy the conditions of Theorem [2.2.2] Since

M ((cos [Bot] sin [5275])2) — é

O(z) =0 (2.2.51)

and (see (2.2.50))
v=3"

[M (o + cos [Bit] sin [,Blt])Q)}_ = ;,
27 (a2 + )

Eq. is non-oscillatory if and only if 1 + 8a? < (8/3)>. We remark that this
equivalence is new for all £, 82 # 0 satisfying (/82 ¢ Q, because, in this case, the
coefficient in the differential term and the coefficient in the potential of Eq. do
not have any common period.

Nl
[NIE
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Example 2.2.2. Let 0(1),0(2) > 1 be arbitrary. The linear equations

! "1+ t
{ - } I L (2.2.52)

2+ Sing(l) t 8t2

x N S COSy(2)

_ ——x=0 2.2.53

|:2 + Sing(l) t:| + 8¢2 o ’ ( )
x "1+ Sing(g) t

=0 2.2.54

{2 + €08, (1) t} T sz ( )
x "1+ cosy)t

e —— ——x=0 2.2.55

[2 + C0S) t] e (2:2.55)

are in the so-called border case M (g1) M (g2) = 1/4 (see Corollary [2.2.2)), because
M (c+dsin, t) = M (c+dcos, t) =¢, c¢,deR, o> 1.

Nevertheless, we actually know that these equations are non-oscillatory. This fact does
not follow from any previous result for, e.g., o(1) = 2, 0(2) = 3. Indeed, in this case, the
coefficients in the differential terms of Eq. (2.2.52)), (2.2.53), (2.2.54)), and have
the period 2715 = 27 and the coefficients in the potentials have the period 23 = 871/3/9
(see (T-1.3)). Since 73/m = 4v/3/9 & Q, the coefficients do not have any common period
for (1) =2, 0(2) = 3.

Applying known comparison theorems, we can obtain several new results which follow
from Theorem [2.2.2 We mention at least one known comparison theorem and a new
result as Corollary with the below given Example [2.2.3]

Theorem 2.2.3. Let r : R, — R be a continuous positive function satisfying

/Tl_q(T) dr = o0 (2.2.56)

and s1, S2 : R, — R be continuous functions satisfying

[e.9]

0032(7) dr > | [ si(r)dr|, t>T, (2.2.57)
Joinn=]]

t

or some T > a, where the integrals [ s1(7)dr, [+ so(7)d7T are convergent. Consider
T T
the equations
[r(t)® ()] + s1(t)®(x) = 0, (2.2.58)

[r(t)® ()] + s2(t)®(x) = 0. (2.2.59)
If Eq. (2.2.59)) s non-oscillatory, then Eq. (2.2.58) is non-oscillatory as well.
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Proof. See [21, Theorem 2.3.1]. O

Corollary 2.2.3. Let function r be a-periodic, positive, and continuous and let function
s be B-periodic and continuous for arbitrary o, 8 > 0. Consider the equation

[E @ @)+ 2(@() =0, (2:2.60)

where z : R, — R is a continuous function satisfying

/Z(T) dr| < o0. (2.2.61)

If

1-p

M(s) = /7“(7) dr (2.2.62)

B
1
[smar<arprerT =g |
0
and if there exists to > a for which

o0

787(_2) dr > /Z(T) dr|, t>to, (2.2.63)

t

then Eq. (2.2.60) is non-oscillatory.

Proof. The corollary follows from Theorem [2.2.2] (ii) and Theorem [2.2.3] At first, we
discuss the assumptions of Theorem [2.2.3] Putting s1(t) = 2(t), s2(t) = s(t)/t? for t > q,

we consider Eq. (2.2.60) as Eq. (2.2.58)) and the equation

e )] + e = o (2264)

as Eq. (2.2.59), i.e., we replace function r by r~4. Since

00 00 ata
ya 1-
/ [7‘_5(7)] Yar = /T(T) dr = nlgrolon / r(7)dr = oo,

condition (2.2.56|) from Theorem is fulfilled. The integral faoo s1(7) d7 is convergent
due to (2.2.61). The periodicity together with the continuity of function s implies its
boundedness. Therefore (consider that p > 1), we have

oo [e.e]

[ o] < [l

a

dr < 0.
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Hence, the integral faoo So(7) d7 is convergent as well. Moreover, gives .

To finish the proof, it suffices to show that Eq. (2.2.64) is non-oscillatory which implies
the non-oscillation of Eq. (consider Theo. Putting f(t) = rfg(t) and
h(t) = s(t) in Theorem we can see that ensures the validity of the inequality
in Theorem [2.2.2] (ii). Indeed, it holds

Ul 1 /a PRI /a
” / 4 r)dr - roa(T) 7= r(7)dr
0 0 0
Thus, Eq. (2.2.64]) is non-oscillatory and, consequently, Eq. (2.2.60|) is non-oscillatory as
well. O]

Example 2.2.3. Let a,b # 0 be arbitrarily given. We define

Z(t) == (%q>p (|sin [bt]| + |cos [bt]| + Z(t)), t € Rs,

where
( —1 [ 1
(t—2”)n , te 2",2"+—),n€N\{1};
n i 4
1 n—1 [ 1 1
2"+ — — 2" = 2"+ — 1}
( +2 t) — te_ +4, +2),neN\{},
1\ n—1 [ 1 3
()= —2(t—2"— = t 2"+ = 2"+ — N 1};
Z(t) ( 2> — G_ +3 +4>,n€ ~ {1}k
n—1 [ 3
—2(2"+1—1) , te€ 2"—1—1,2"—1-1},7161\1\{1};
n
0, teRs~ ) [2n2v+1].
\ neN~{1}
We consider the equation
. _p N1’ ?(t)
[(|sm lat]] + |cos [at]]) "% @ (x )] + 52 0(@) =0 (2.2.65)

which is in the form of Eq. (2.2.60|) for z(t) = Z(t)/t?. It is seen that

o o o0 H
0< /Z(T) dr = / |z(T)]d7T < /—p dr < oo, t>3, (2.2.66)
T
t t t
for some H > 0. We put

s(t) == (%) (|sin [bt]| + |cos [bt]]), t € Rs.
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Directly from lim;_, (Hll)p =1, we get

/%d7<0, ie., /¥d7>/z(7)d7,

t t t

for all sufficiently large t. Hence (see also ([2.2.66))), we have (2.2.63]). Since

M= (£) 2=a|3] T (M (sin [at]) + feos [at])]"

inequality (2.2.62)) is satisfied as well. Finally, applying Corollary we obtain the
non-oscillation of Eq. (2.2.65)) which does not follow from any known theorem.

2.3 Perturbed equations with sums of periodic
coefficients

In this section, we continue in the study of Eq. (2.1.1)). We are interested in perturbations
of both terms of this equation when both of the perturbations are the sums of periodic
functions. In contrast with the situation common in the literature, the functions in the
perturbations do not need to have any common period and can change sign. We prove
that all considered equations are non-oscillatory in the critical case. According to our
best knowledge, this result is new also in the linear case (i.e., for p = 2).

§2.3.1 Preliminaries

This paragraph is devoted to the description of the considered equations and to the
modified Priifer angle which is the main method in our processes.

Our main objective is to give a non-oscillation criterion for the half-linear differential
equations in the form

[(ro(t)+ “(”) @ (+')

log®t

(a0 2OV g

log®t/) t?

where rg, 71, 80,51 : R, = R, a > e, (e stands for the base of the natural logarithm log
and R, := [a,00)) are continuous functions such that ry is positive and a-periodic, sq is
a-periodic, and

ri(t) =Y Ri(t), si(t)=Y Si(t), teR,, (2.3.2)
i=1 i=1
for arbitrarily given periodic continuous functions R; and S; with periods «; and (3,

respectively. Of course, we can assume that all considered periods «, «;, 3; are positive
and that some of functions R;, S; are identically zero.
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At this place, we recall that we use the definition of mean values for continuous
functions as a tool that helps us to identify the critical case for studied equations. It is
seen that functions 71, s; given in ([2.3.2)) have mean values

) = Z M(R;), M(sy) = Z M(S;). (2.3.3)

Concerning the presented results, we will assume that M (ry), M(sy) > 0.
In fact, we study oscillatory properties of the equation

[(0() ZHR()) @(a:')l—I—( o) + Z“S()) @) o (234

log?t log?t tP

with periodic coefficients Ry, ..., Ry, Si,...,S, on R, at infinity (i.e., value a is large
enough) when > M(R;) > 0, >."  M(S;) > 0. For simplicity, we will consider
Eq. (2.3.1)) only in the critical case (see the below given Theorem and [16], 17, 22] B35])
given by

Q3

ato ato
» 1 _
[M (ro)]« M(s0) = Py / ro(7)dr / so(T)dr | =¢q77, (2.3.5)
2 p 1 g7
M (sy) [M(ro)]s + | M(ry) [M(ro)]”" = 5 (2.3.6)
ie.,
» a+t
. ] a+t a+t q P af 7“1(7') dr ql—p
tliglo t» /Sl(T) dr /TO(T) dr ] + a+t 9
a a qurl f 7’0(7’)(17'

Then (see the below given Theorem [2.3.4), we formulate the general result about the
oscillation and non-oscillation of Eq. (2.3.4)).
To study Eq. ( - we will consider the equation

(oo« 250 1)

logt  log*t

Y]
—~
S
~
N~—
| I
~

(2.3.7)
M (s1) 1 O(x)
+ (M + =0
( (s0) log?t  log* t) tr
with constant coefficients and we will also use the notations
rar = max {ro(t); t € R,}, rf =sup {|r(t)]; t € R}, (23.8)

sq = max {|so(t)]; t € R,}, st :==sup{|si(t)]; t € R.},

and
Rf :=max {|R;(t)]; t € R.}, SFi=max {|S;(t)]; t € R,} (2.3.9)
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for each 1.

The main method used in this section is the analogy of the one used in the previous
section, i.e., the modified Priifer transformation and the equation for the Prifer
angle (2.2.9). In particular, the Priifer angle ¢ associated to Eq. (2.3.1]) via (2.2.4) satisfies
the equation

¢ =7 | (m(0)+ 250 ) leosy (o

(2.3.10)

— ®(cos, (1)) sin, ¢(t) + <so(t) + o1

The equation for the Priifer angle ¢ associated to Eq. (2.3.7)) is (see Eq. (2.2.9))

1 M(T’l) 1
ty=>1(M £)|P
¢ =7 | (00 + 1052 + ) 1oos, 000
M(s)) 1 )\Sinpw(t)lp}
5, T3 :
log®t  log™t p—1

Similarly as in Lemma for any solution ¢ of Eq. (2.2.9) on R,, we define the
function ¢ : R, — R by the formula

(2.3.11)

—Mw%wmﬁww@+(M®m+

t+vt
W(t) = &\/;) dr, t>a. (2.3.12)

This auxiliary function v will play an important role in the rest of this section. Note that

Eq. (2.3.10) and (2.3.11]) are special cases of Eq. (2.2.9)). Thus, the above function v is
introduced also for solutions of Eq. (2.3.10) and (2.3.11]).

§2.3.2 Lemmata

In this paragraph, we complete necessary statements which we will use to prove the main
result. We will need Lemma from the previous section and a consequence of Lemma
2.2.3|

Lemma 2.3.1. Let ¢ be a solution of Eq. (2.2.9) on R,. Then, there exist A,c > 0 such
that the function v : R, — R defined in (2.3.12)) satisfies the inequality

Vi
@Z)’(t)—% % / r(r) dr — (cos, B(t)) sin, (1)
sing v 7 A

for allt > a.
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Proof. The lemma comes directly from Lemma [2.2.3] O]
Next, we will need the following results.

Lemma 2.3.2. Let ¢ be a solution of Eq. (2.3.11) on R,. Then, the function b : R, — R
defined in (2.3.12)) satisfies the inequality

M (ry)
log?t

P'(t) > % [ <M(r0) + ) | cos, ¥(t)|P — ®(cos, P(t)) sin, (1)

(2.3.13)
M(sn) [siny p()” | 1 ]

+ | M(so) +
( (50) log?t p—1 log® t

for all sufficiently large t.

Proof. From Lemma [2.3.1] we have

—_

~

t+vt
Y'(t) >~ % / (M(ro) + fg(ng) + 10;47) dr — ®(cos, (1)) sin, P (t)

t+vt
sing b OF (e M) 1Y, A
! P M(ry) ! — ®(cos sin
> 7 [leos, w0 (M) + g+ ) — lcos, 1) sin ()

[siny w(0)? M(s1) ! x
Rt (a0 + o o) 7

for all t > a. Via the mean value theorem, one can directly compute

2logt
0 < limsuplog®t [log2 <t + \/¥> — log? t} < 1tlirn log?t % Vit =0. (2.3.14)
—00

t—o00

Thus, we have

M M log®(t +v/t) — log”t 1

2 () (72’1) < M) 8 +\/;) % e~ (2.3.15)
log*(t +v/t)  log’t log™t log”?

M M log”(t+v/t) —log’t _p—1

Ms) M|y gt V) —log’t _p— (2.3.16)
log?(t + V1)  log’t log™t log™t

for all large ¢. From (|1.1.5), it is seen that

, yeR

DN | —

max {|sin, y|?, | cos, y|P} >
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Hence, for large t, it holds

|cos, y|” |sin,, y|” -
log'(t+vt)  (p—1)log"(t++/t) = log’t’

Altogether, using (2.3.15)), (2.3.16)), and (2.3.17)), we obtain

yeR. (2.3.17)

1 M(r .
P'(t) > n {(M(?"O) + ﬁ) | cos, (t)[P — D (cos, Y(t)) sin, ()
M(s1)\ |sin, ()P 2 2 A
+ [ M(so) + - —~ - =
( (50) log?t ) p—1 log°t log®t t°
for large ¢ which gives (|2.3.13)). O]

Lemma 2.3.3. Let ¢ be a solution of Eq. (2.3.10) on R,. Then, there exists B > 0 such
that the function v : R, — R defined by ([2.3.12) satisfies the inequality

d«ws%[(Mvw+?iZU|w%www—®@%ww»a%ww

(o + o)) Lovior , 5

log?t p—1 log®t

for all sufficiently large t.

Proof. From Lemma [2.3.1, we know that the inequality

t+/t
V() < % [ cos, p()I” / (TO(T) G ) dr — ®(cos, (1)) sin, (t)

Vi log? 7
» -+t 4
i t
n | sin, ¥ (2)] / (so(r) N 81(;—)>d7'—|——
(p— 1Vt log” 7 te
t
holds for all ¢t > a. It means that it suffices to prove
| t+V/t 4 . t+v/T B
— ro(7)dr — M(r <—0, —/s T)dr — M(s <—0, 2.3.18
= [ nmar—a)| < 2|2 [ainar—y)| <22 @3
t t
1 s M A
— / nir) g M) o A (2.3.19)
Vit log” T log=t log” t

t
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and
t+vt B
i/ alr) 4 Mls)) B (2.3.20)
Vit log” T log“t log”t
t

for some Ag, By, A1, B; > 0 and for all large t.
Let f : R — R be an arbitrary continuous periodic function with period § > 0. Let
a given number ¢ be sufficiently large and [ € N be such that v/t € [I6, (I 4+ 1)5). We have

) t+vt
= / Flr)dr — M(f)
, Vi t+18 . t+15
< %/ dT——/f Ydr| + t/f(T)dT—M(f)
f i (2.3.21)
. t+/t . t+16 . t+16
7 4 f(r)dr|+ %/f(T)dT—ﬁ/f(T)dT
t+ t
3 553[3?)' f@)] N (l_i> ) < 0 max ()] + 6M(f)
- Vit bVt Vit
Thus, is valid for (see (2.3.8)))
Ay=alrf + M(ro)],  Bo=als{+ M(so)].

Since ([2.3.21)) is true for any periodic continuous function f, we obtain (see (2.3.2)), (2.3.3)),
©.3.9))

Vi n
%/T‘l(T)dT—M(Tl = /z; T)dr — M (;R,)
n . t+vt
= Z NG / R;(7)dr — M(R,) (2.3.22)

t

t+vt

<ZZ\/¥/ T)dr — M(R)|[ <) NG .

i=1

Analogously,
v " 8.5+ BM(S)
— dr — M < W TR 2.3.23
7 t/ s1(r)dr (s1) _; Ny ( )
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Using ([2.3.22)), we have

t+Vt
R / r1(7) dT_M(Tl)
Vit log? 7 log?t
t
vt t+/t /1 I
1 1 1
<l [ 2202 [ M|y | 2 [ 0D 20
t log” T Vit log“t Vit log~t log=t
t t t (2.3.24)
L e t+vi
] 1 1 1 1 /
< — - dr + — ri(7)dr — M(r
Tt / log? 7 loth‘ log?t [/t 1(7) (ry)
t t
log” (t +v/t) —log®t "L ;R + oy :
<t og” ( +\/;) og 12 ZalRl + a; M(R;)
log™t log™t “— Vit
for large t. Considering ([2.3.14)), we obtain (2.3.19)) from (2.3.24). Analogously, one can
obtain ([2.3.20]) applying (2.3.23]). Hence, the proof is complete. ]

Lemma 2.3.4. Eq. (2.3.7) is non-oscillatory.

Proof. The non-oscillation of Eq. (2.3.7)) follows from [16, Theorem 4.1] (see also [17])
and the Sturm half-linear comparison theorem [1.1.3] More precisely, from [16, Theorem
4.1] it follows that the equation

r M(r1) £ T x’ |
[<M( o) ¥ log®t [logt-log(logt)]2> . )] (2.3.25)
M(sy) € D(x) _
+ (M(SO) * log?t + [logt - log(logt)]Q) v ’

is non-oscillatory for any sufficiently small ¢ > 0 (it is described in [I7]) and Eq. (2.3.25))
is a non-oscillatory majorant of Eq. (2.3.7)). O

Lemma 2.3.5. For a solution ¢ of Eq. (2.3.11)) on R,, it holds

lim sup (t) = limsup ¢ () < oo, (2.3.26)

t—o00 t—o00

where ¥ is introduced in (2.3.12]).

Proof. Lemma says that any considered solution ¢ is bounded from above. Indeed,

it suffices to consider (2.2.4) and Eq. (2.3.11)) when sin, p(t) = 0. For details, we can

refer, e.g., to |21, Section 1.1.3], [19], [39], [71]. Finally, the equality in (2.3.26) follows
from Lemma 2.2.2 ]
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§2.3.3 Results and examples

Now, we can prove the announced result.

Theorem 2.3.1. Eq. (2.3.1) with (2.3.5)) and (2.3.6) is non-oscillatory.

Proof. We recall that the non-oscillation of Eq. is equivalent to the boundedness
of a solution ¢ of Eq. on R, (see again each one of papers [19], [39]) or [71]. In
addition, a solution ¢ of Eq. on R, is bounded if and only if lim sup,_, . ¢(t) < oco.
It is seen from the right-hand side of Eq. when sin, p(t) = 0.

Let sufficiently large T > a be given. Let us consider an arbitrary solution ¢ of

Eq. (2.3.10) on Ry and the corresponding function ¢ : Ry — R given by (2.3.12).
Lemma [2.3.3] ensures

v < [ (rtr0) + T2 ) Los, () = {cos, () sin, )
+ (M(So) + ?ﬁ;?) |Sir;pib(1t)|p + 105675 . t>T.
Thus, we have
vt <t [ () + T2 ) Leos, () = @{cos, (0 sy (0
N (M(SO) N Jﬁ?ﬁ) |s11;pjz}(1t)|p . 10;525]7 - (2.3.27)

because T' can be chosen arbitrarily.
We consider the solution ¢ of Eq. (2.3.11)) given by the initial condition (see (1.1.3))

&(T) = max {SO <T + \/E> e [07T]} + (2.3.28)

and the corresponding function v given by (2.3.12)). Considering the form of Eq. (2.3.11)
and ([2.3.28)), one can show that

W(T) < P(T). (2.3.29)
Lemma says that (2.3.26) is valid for ¢ and v, i.e., it holds
lim sup ¢(t) = limsup ¢(t) < oo. (2.3.30)
t—o0 t—o0
Lemma [2.3.2] gives
- 1 M(r e N -
Y(t) > = (M(ro) + #) ‘cospw(t)‘ -9 (Cospzb(t)) sin, ¥ (t)
t log”t

(2.3.31)

M(sl)) |sinp1;(t)|p N 1
log?t p—1 log® t

+<M(so)+ ], t>T.
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Considering ([2.3.27)), (2.3.29)), (2.3.30]), and (2.3.31), we obtain

lim sup 1(t) < limsup ¢ (t) < oo.
t—00

t—o00

Indeed, it suffices to consider the case when 1(ty) = ¥(t,) for any t, > T. Using
Lemma [2.2.2] we know that ¢ is bounded from above which implies the non-oscillation of
Eq. (2.3.1)). O

To illustrate our results, we mention examples. We remark that all given examples
are not generally solvable using any previously known non-oscillation criteria.

Example 2.3.1. Immediately, Theorem [2.3.1] gives the non-oscillation of several equa-
tions. For example, the equations

<1 i sint n q? + sin (\/ﬁt)

D 2p log2 t

) q ® ()| + (¢P+sin(5t)) <I>t(;c) =0,

, : int|\ @
[(1+ arctan (sing 1)) ~# @ (2/)| + 477 (1 " 7T4ql|§§21t|) t(: '

are non-oscillatory.

Theorem [2.3.1| implies new results in many special cases. We obtain a new result even
for linear equations with constant and periodic coefficients which is formulated as the
corollary below.

Corollary 2.3.1. Let f, g be periodic and continuous functions such that M(f), M(g) >0
and M(f)+ M(g) = 1. The equation

(4]

Example 2.3.2. Let a € (0,1) and g,0 > 1 be arbitrary. For the linear equations

L L (1 L o) ) 2 =0 (2.3.32)

4¢2 log”t

18 non-oscillatory.

[ x! " 14 (1—a+sin, t)/log’t
| |+ ( 2 gt _
_1+(a—|—smg t)/log™t At
[ (1- o 1)/ log’t
}+ a+ cos, t)/log v=0,
L1+ (a+ smg )/log® t 4¢2
[ + (1 —a +sin, t)/log*t
3 + 5 /1o x =0,
|1+ (a+ Cosg )/log” t 4t
[ (1— > 1)/ log? t
}—l— a+ cos, t)/ log r=0,
|1+ (a+cos,t)/log* t 4¢2

we can apply Corollary [2.3.1] Thus, the above equations are non-oscillatory.
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To proceed further, we mention a direct consequence of a relevant result from the
literature.

Theorem 2.3.2. Let ¢ be a positive a-periodic continuous function, let di be an a-pe-
riodic continuous function, and let co,ds : R, — R be arbitrary continuous functions for
which mean values M (co), M(|ca|), M(ds), M(|da]) exist. Let us consider the equation

[(cl(t) + IZZ?EZ)_Z o(a) /+ (dl(t) + dz—@)) e@) (2.3.33)

log®t) t»
and denote )
T = 2P "M (dy) [M (c1)]* + 27 2pM (cq) [M(c1)] "
Let
C2(t) P -
Cl(t)+l th >07 tZaa q M(d1> [M(Cl)]q =1L
0

The following statements hold.
(i) Eq. (2.3.33) is oscillatory if T > 1.
(ii) Eq. (2.3.33) is non-oscillatory if T' < 1.

Proof. See [22, Theorem 5.1], where it suffices to put n = 1. O

Combining Theorems [2.1.4] and [2.3.2] we obtain the following one.

Theorem 2.3.3. The following statements hold.
(i) If [M(T())]g M (sg) > q7P, then Eq. (2.3.1)) is oscillatory.

2
q

(i1) If [M(ro)]s M(so) < ¢ P, then Eq. (2.3.1)) is non-oscillatory.
(iii) If [M(ro)]s M(so) = ¢ and

M) M)+ 2 ) [M )] > 5

then Fq. 18 oscillatory.

() If [M(T[))]g M(sg) = q7? and
M) M)l + 2 M) M) < £,

then Eq. (2.3.1)) is non-oscillatory.

Proof. The theorem follows immediately from Theorem [2.1.4] (parts (i), (ii)) and Theo-
rem[2.3.2] (parts (iii), (iv)). It suffices to consider the identities p—1 = p/q, (1—¢)(—p/q) =
1. [
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Applying Theorem [2.3.3, we can improve Theorem and Corollary into the

following more convenient forms. We give illustrating examples as well.

Theorem 2.3.4. Fq. (2.3.4)) is non-oscillatory if and only if

y at+o % ato
: - _ P
tlggo " / ro(7)dT / So(7)dr q Pt
» at+t m
“tt att o op [ X R(n)dr|
+ L /ZS'(T)d’T /r (r)dr | +—+= <1’
124 - ! 0 . a+t - 9 .
o =1 a qur f TQ(T) dr
Proof. Tt suffices to consider Theorems [2.3.1] and [2.3.3] [

Example 2.3.3. Let a,b,¢,d > 0, a1, a2,a3,b; # 0, p = 3/2. Let us consider the half-
linear equation

1 T

\/a + ¢ (cos (ait) sin (a1t) + cos (ast) + sin (ast)) /log® t | Vil

cos (byt) sin (byt)]” r
o (pa [l O)) ey

Theorem m guarantees the oscillation of Eq. (2.3.34)) if ab*> > 1/27; and its non-
oscillation if ab* < 1/27. We put ab® = 1/27. Since

(2.3.34)

M (cos (at)sin (at)) = M (cos (at)) = M (sin (at)) =0, « #0,

and
M ([cos (at) sin (at)]Z) = é, a#0,

we obtain the oscillation of Eq. (2.3.34]) for ad®* > 16/3 and the non-oscillation in the
opposite case ad? < 16/3.

Corollary 2.3.2. Let f, g be periodic and continuous functions such that M(f), M (g) > 0.
Eq. (2.3.32)) is oscillatory if and only if M(f) + M(g) > 1.
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Example 2.3.4. Using Corollary [2.3.2) - and Theorem [2.3.4), we can generalize Exam-
ple 2 For any aq, as, by, by > 0 and o, > 1, the linear equations

x " ag+ (by +sin, t)/log® t 0
x =0,
Lay + (b1+sing t)/log*t 4¢2
[ (b »1)/log’t
:|+CL2—|— 9 + cos, t)/ log v =0,
La + (bl—{—smg )/log? t 4t2
I ag + (by + sing t)/log?t
2 ] + = : 2 1/ log z =0,
L1 + (by —|—cosg )/log” t 4t
[ (b log? t
+a2—|— 5 + cos, t)/log =0
Lay + (bl+cosg )/log?t 412

are oscillatory for a;as > 1 and non-oscillatory for ajas < 1. In the limiting case aja, =
1, one can easily rewrite the considered equations in the form of Eq. , where
M(f) =bi1/a; and M(g) = a1bs. Therefore, in the case ajas = 1, the above equations are
oscillatory if and only if by > a; (1 — a1bs).

If we know that an equation is conditionally oscillatory, then we can use it as a testing
equation for many other equations. For example, using the Sturm comparison theorem
1.1.3] we can proceed for perturbed Euler type half-linear equations as follows. Let us
consider

[rF0 ()] + 500 2 4 gty = 0 (2.3.35)
and
[iro(0) + £ @ (@) + sot) 22 =0, (2.3.36)

where f, g are arbitrary continuous functions and ry, sg are a-periodic continuous func-
tions such that rg, f are positive and M (rg) =1, M(sg) = ¢ *.

Eq. (2.3.35)) is non-oscillatory if there exist (§;-periodic continuous functions S;, i €
{1,...,n}, such that

M (Z Si) =1, ) Si(t)>0, teR, (2.3.37)
=1 =1

and

t)Plog’t  ¢'?
g()t"log”t g

lim su - 2.3.38
e Yo Si(t) 2 ( )
Eq. (2.3.35)) is oscillatory if the functions S5; satisty (2.3.37)) and
t)tPlogt _ ¢'P
lim inf g)irlos >4 (2.3.39)

=00 27, 1 Si() 2
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Indeed, from inequality (2.3.38)), we obtain € > 0 with the property that we have

g(t) < (? _ 5) > Silt)

for all sufficiently large ¢t. Thus, it suffices to use Theorem and Sturm comparison

theorem [1.1.3] Analogously, we get the statement concerning inequality ([2.3.39)).
Similarly, Eq. (2.3.36)) is non-oscillatory if there exist a;-periodic continuous functions

R; for i € {1,...,m} such that

M (Z R,-) =1, > Ri(t)>0, teR, (2.3.40)
=1 =1

trlog*t

and it holds
. ft)log’t ¢
limsup —=———

On the other hand, if the functions R; satisfy (2.3.40]) and
2 2

oo D0 Rilt) T 2p
then Eq. ([2.3.36) is oscillatory.

2.4 Modified Euler type equations

In this section, our aim is to extend the family of conditionally oscillatory equations.
More precisely, we identify the critical oscillation constant for the FEuler type equations
in the form

s(t)

tloght
where r : R, — RT and s : R, — R are continuous functions. We introduce another modi-
fication of the half-linear Priifer angle in combination with the Riccati transformation.

The main motivation comes from Theorem and the following theorem proved
in [49)].

[P e + () = 0, (24.1)

Theorem 2.4.1. Let r : Ry — R* and s : Ry — R be continuous functions such that
there exist 6 > 1 and € € (0,1/2) for which

t+1 t+1

/T(T) dr < 6t°, / |s(7)| dr < 6t°, t €Ry. (2.4.2)
t

t

Consider the equation

[rlfp@) d (a;’)}, + it)q)(x) =0. (2.4.3)
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(i) If there exist o, R, S € RT satisfying

RP1S > <p—_ l)p
p

and
t+a t+o

l/r(f)deR, é/s(f)dTZS

(0%
t t

for all sufficiently large t, then Eq. (2.4.3) is oscillatory.
(ii) If there exist o, R, S € R satisfying

RS < <p—_ l)p
p

and
t+a t+a
1

1

— dr < - dr <

a/T‘(T)T_R, a/S(T)T_S
t ¢

for all sufficiently large t, then Eq. (2.4.3) is non-oscillatory.

We remark that the results proven in this section are stronger than the ones known
for Eq. (compare the below given assumptions and with )
To the best of our knowledge, the presented results are new even for Eq. (2.4.1) with
periodic coefficients r, s.

The section is organized as follows. The notion of the modified Priifer angle is men-
tioned in the next paragraph. Auxiliary results are collected in [§2.4.2 The content of
and gives the description of our method which is used in the proofs of the
main results in which is finished by corollaries and examples.

§2.4.1 Equation for Priifer angle

In this paragraph, we derive the equation for the modified half-linear Priifer angle which
will be fundamental for our investigation. To do this, we have to use different transfor-
mations than in the previous sections and combine it with the Riccati equation (|1.1.13])
corresponding to the general half-linear equation (1.1.1)) via (1.1.12)).
We introduce the modified Priifer transformation in the form
p(t)

z(t) = p(t)sin, p(t), I Ht)2'(t) = log t cos, p(t) (2.4.4)

together with the substitution

o(t) = (logt)sw(t),  tE€ R, (2.4.5)
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Note that substitutions similar to (2.4.5)) can be used also in the Riccati equation .
This approach leads to the so-called adapted (or weighted) Riccati equation. Nevertheless,
we use this process only partially (see below) and we have to take into consideration the
modified Priifer transformation as well.

Using (2.4.5)), (1.1.12)), (2.4.4), and successively, we obtain

U(t) _ (1Og t)%w(t) = (log t)gr(t)q) (Zlé:))>

2.4.6
— (logt)5r (1) D (r'79(t) cos, p(t) o (o o(t) ( )
V08 o (logt sin, () \sin,e(f) )
One can easily verify that
cos, t
o(t) =@ P 2.4.
o) (sinp t) (24.7)
solves the equation
V') +p—1+(p—1)]o#)]? =0. (2.4.8)

Eq. (2.4.8)) is the Riccati equation associated to the equation in ((1.1.2). Hence, due to
(1.1.5), (1.1.4), (2.4.7), and (2.4.8]), we have

V() = [(e(t)] = [=p+1 = (p— D]o(e(®))|*] ¢ (t)

cos, (1) p} ) 1—-p (2.4.9)
:1—p|:1—{——_p O(t) = —— @' (1).
Sl el | A ETWED TR
On the other side, considering ([2.4.5]) together with (1.1.13)), we have
P t
(o) = 2 o) I+ tog )ty
p U(t) b 1—q q
. q|— —(p— 2.4.10
2 g0 [+ - (- )P Ol] (2410
p (i) z 1/ [0
=2 L _(logt)ez(t) — (p— D)r' -t
D~ ogt)(t) ~ (= 1)
We combine (2.4.9) and (2.4.10). This leads to
l-p p v(t) e gy V)]
T _J#) =L L —(logt)iz(t) — (p— 1)rtT(t) T2
o (0 = L og (0 - (p = 1)

Taking into account ([2.4.6)), we obtain

(1= @(0) = 2 o @ (cosy o(t) sing (1)

— (logt) (1) siny ()" — (p — r-7(t) L2 E O

logt
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which gives us the desired equation for the Priifer angle as

o (1) = () [0S PO Coslf)git) i
P (2.4.11)
(logt)«

1 .
" ot ® (cosy (1)) siny, () + ]

2(t) [sing o (B)["

In this section, we apply Eq. (2.4.11) to the study of Eq. (2.4.1), i.e., we have the
equation for the Priifer angle in the form

— o [P0 o8, O — @ (eos, (1) siny (0
+ 3(15) M

p—1

©'(t)

(2.4.12)

?

which can be simply verified.

§2.4.2 Priifer angle of average function

In this paragraph, we consider that the coefficients r : R, —+ R™ and s : R, — R in

Eq. (2.4.1) are such that
[Frerl=a(rydr

. t _
lim N 0, (2.4.13)
t+a
d
Jo T ls(@ldr (2.4.14)

lim
tmoo  y/tlogt

hold for some o € R™. For this number «, we define the function 1) which determines the
average value of an arbitrarily given solution ¢ of Eq. over intervals of the length
a, i.e., we put

t+a

Y(t) == — / o(7) dr, t € R,

where ¢ is a solution of Eq. (2.4.12) on R.. We formulate and prove auxiliary results
concerning the function .

Lemma 2.4.1. It holds

tli)r?o Vitlogt|p(s) —(t) =0 (2.4.15)

uniformly with respect to s € [t,t + «].
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Proof. For s € [t,t + a], it is seen that

limsup /tlogt |@(s) — ¥(t)]

t—o0
t+a
< lim sup \/tlogt/ o' (7)] d7
t—o00 )
t+a
1
i Vtlogt 1 P
lﬁsogp o8 / TlogT [T (7)] cosy ()
t
: P
— ®(cos, ¢(7)) siny, (1) + s(7) | e 80(17—)| ] dT
D—
t+a
1
< limsup +/tlogt / r79(7)] cos, o (T) [P
t—o0 thgt
t

+ |®(cos, ¢(7)) sin, p(T)| + |8(T)|‘SHZ#] dr.

Since (see directly (1.1.5))
|sin, z|P <1, |cos,z|’ <1, z € R, (2.4.16)
and, consequently,
|®(cos, x) sin, x| = | cos, z|P!| sin, 2| < 1, r € R, (2.4.17)
we have

0 < limsup +/tlogt|p(s) — ¥(t)]

t—o00
L ()
s(T
< limsu riTr) + 1+ /= dr, s et t+al.
o t—)oop \/tlogt/ (7) p—1 [ ]
t

Using ([2.4.13) and (2.4.14)), we obtain
0< litm inf \/tlogt|p(s) —(t)| < limsup+/tlogt|p(s) — ()] =0
—0 t—00

uniformly with respect to s € [t,t + af. ]
Lemma 2.4.2. [t holds

1 eos, w(®)
~ tlogt o

t+a

[ i) dr = @ (cos, v sing w0

t

W(t)

siny (0" [
+—(p_1)a t/ (7)d7 + ¥(t)
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for allt > e, where ¥V : R, — R is a continuous function such that lim;_,, ¥(t) = 0.

Proof. For any t > e, we have

t+o

vo-1 [ [rl‘qwcospso(ﬂrp

Tlog T
t

— ®(cos, ¢(7)) sin, (1) + S(T)‘SHZ#] dr.

We can replace ¢'(t) by

t+a

1 1 1—q »
- ﬂogt[r (7)) cosy ()]

t

— ®(cos, (7)) sin, p(T) + S(T)W] dr,

because we can easily estimate (see (2.4.13)), (2.4.14)), (2.4.16)), (2.4.17))

t+a

tlogt 1
fim sup Zg / Tlog T [Tl_q(T”COSp o(7)[?
t
1 p
— ®(cos, p(r)) siny p(7) + <>%] "
p_
t+a

1 1—q p
_/tlogtlr (7)| cos, (7]

t

— ®(cos, (7)) sin, (1) + S(T)M] dr

t+a

1 1 1 1
SlimsuptOgt/ [ } {T’l_q(7>+1+|8(7)|—} dr
a p—

o0 tlogt B Tlog T
t
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t+ao

) tlogt / 1 1
< lim sup — X
oo tlogt (t+ «)log(t+ «)
t

xvﬂm+1ﬂwmgliw

—1
| t+a
. tlogt o 1— 1
<1 . a 1 —d
- I?Liljp o t(t+a)logt/[T () + +|S(T)|P—J "
t
t+ao
< limsup /[r1q<>+1+|s< Jp— ]d 0
T T T=0.
=it a p—1
t

Applying the uniform continuity of the half-linear trigonometric functions and ([2.4.15)
in Lemma [2.4.1], we see that

lim ((I) (cos, ¥(t)) sin, P (t)

t—o0

t+o (2.4.18)
— é / ®(cos, (7)) sin, (1) dT) = 0.

t

In addition, the half-linear trigonometric functions are continuously differentiable and
periodic (see, e.g., [21] Section 1.1.2]). Hence, they have the Lipschitz property on R and,
consequently, there exists a constant L € RT for which

| |cos, z|” — |cos, y|” | < Llz —yl, z,y € R, (2.4.19)
| [sin, z|" — |sin, y|” | < L|z — y], z,y € R (2.4.20)

Therefore, from (2.4.13)), Lemma [2.4.1, and (2.4.19)), it follows

t+a

t p
lim sup M/Tl_q(r) dr
t—o0 «
t
1 t+a
——/Hqu%mew
Q
L (2.4.21)
< llimsu rl_q(7)| |cos, ¥ (t)[P — |cos, ()P ‘ dr
=7 ]HOOP D p P

1y «Wﬁ? PPV L b(t) — o(7)| dr = 0.

A

I
=
=
e
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Analogously, from ([2.4.14]), Lemma [2.4.1] and (2.4.20)), we have

t+a t+a
i )P 1 : p
lim sup Jsin, PO /3(7) dr — — / s(7) siny (7)) dr
t—00 (p — 1) o p— 1
t
t+a
S (= Do mSUP / [s(7)] [ siny, (1)) — [sin, @(r)[" | dr (2.4.22)
p—=
= lim sup T)| L|(t) — ¢(7)| dr = 0.
(p - 1)0[ t~>oo

t

Finally, the statement of the lemma directly comes from the combination of (2.4.18]),

(2.4.21]), and (2.4.22)). The continuity of ¥ is obvious. m

§2.4.3 Oscillation constant

At first, we recall known results concerning the studied equations with constant coeffi-
cients.

Theorem 2.4.2. If A, B € R" satisfy B/A > q~P, then the equation

[AtP 10 ()] + ®(z) =0

tlogPt
18 oscillatory.

Proof. See, e.g., [21l, Theorem 1.4.4] (or directly [27] and [26]). O
Theorem 2.4.3. If C, D € R" satisfy D/C < q~?, then the equation

[Ctr~to(a)] + d(z) =0

tlog?t
18 non-oscillatory.

Proof. See again [21, Theorem 1.4.4] (or [27], 26]). O

Now, we can prove the announced results which identify the critical oscillation constant
for the analyzed equations with very general coefficients.

Theorem 2.4.4. Let a, R, S € R* be such that ([2.4.14)) is valid and RP~'S > q¢P. If
there exists T' > e with the property that

t+a t+a
1

_/r”(r)drzR, l/s(T)deS, bR,
«

«
t t

then Eq. (2.4.1) is oscillatory.
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Proof. We will deal with the equation for the Priifer angle corresponding to the average
function . It is well-known that the non-oscillation of solutions of Eq. (2.4.1)) is equi-
valent to the boundedness from above of the Priifer angle ¢ given by Eq. (2.4.12)). We
refer, e.g., to [I7, 19, B9, [71]. It also suffices to consider directly and Eq.
when sin, () = 0. Based on Lemma [2.4.1 we know that the boundedness (from above)
of ¢ is equivalent to the boundedness (from above) of ¢. Hence, we will show that 1 is
unbounded from above. At first, we assume that is true.
Taking into account Lemma [2.4.2, we have

t+a
0 =y | <22 [0ty dr = com, w0 sny 010
sing w(OP [
sin,
+ - 1)a / s(T)dr + ¥(t)
1
= Tog! R |cos, ¥(t)[" — @ (cos, 1 (t)) sin, (1)
|siny, ¥ (¢)|”

for all t € Ry and for some continuous function ¥ : Ry — R satisfying

lim W(t) = 0. (2.4.23)

t—o00

Let € > 0 be arbitrary. From ([1.1.5)) and (2.4.23)), we have

; p
£ (|cospx|p + %) > |U(1)] (2.4.24)
p
for all z € R and for all large ¢ € Ry. Thus,

1

Tiogz | (B — 9 leoss (DI — @ (cos, (1)) siny (1)

W(t) >

1 (2425)
|siny, (1))
[P b R ANVA
+(5— o) B
for all large t € Ry. Let ¢ be so small that (R —¢)”"' (S —¢) > ¢7? and R—¢ > 0. Using
1
Theorem [2.4.2/ for A = (R — €)=« and B = S — ¢, we know that the equation

S —¢

1 /
_ \1=q P 1 / &=
[(R )T ¢ @(z)] + og 1

O(z) =0
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is oscillatory, i.e., any solution ¢ : Ry — R of the equation

1
~ tlogt

'(t)

(R —¢)|cos, ¢(t)]P — ®(cos, ¢(t)) sin, ¢(t)
o (2.4.26)
(5 LomgtOl

has the property that limsup,_, . ¢(t) = co. Indeed, one can simply compute that
B/A=(R—¢e)’"(§—¢)>q".

Considering ([2.4.25)) with (2.4.26]) and the 2m,-periodicity of the functions sin, and cos,,
we see that limsup,_, . ¢(t) = co implies lim sup,_, . ¥ (t) = co.

To finish the proof, we have to consider the case when ([2.4.13)) is not valid. Evidently,
there exists a continuous function 7 : R, — R with the properties

t+a
1
e > gy, L / A-i(r)dr > R, teRy,
8}
t

and .
j; ta (7)) dr B

li 2.4.27
tir& ,/thgt ( )
We actually know that the equation
t)
o)) + = _g(z) = 0
[FF9)] + g0
is oscillatory (cf. (2.4.13) and (2.4.27)). Since r(t) < 7(t) for all ¢ € Ry, the Sturm
half-linear comparison theorem [1.1.3] gives the oscillation of Eq. (2.4.1). O

Theorem 2.4.5. Let o, R, S € RT be such that (2.4.14) is valid and RP~'S < ¢ P. If
there exists T' > e with the property that

t+a t+ao
1

1
a / rir)dr <R, — / s(r)dr <8, 1 €Ry, (2.4.28)
t t

then Eq. (2.4.1)) is non-oscillatory.

Proof. We will proceed analogously as in the proof of Theorem In this proof, we will
show that 1 is bounded from above. Note that (2.4.13)) is valid (see the first inequality

in ([2.4.29)).
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From Lemma [2.4.2] we obtain

Wt <

TTog! R |cos, ¥(t)[" — @ (cos, 1(t)) sin, (1)

|siny, 1 (4)["

S
+ b1

+ U (t)

for any ¢t € Ry and for a continuous function ¥ : Ry — R satisfying (2.4.23]). In addition,
using ([2.4.24])), we obtain

' (t) (R+¢) |cos, (t)[" — @ (cos, ¥(t)) sin, 1(t)

< [
tlogt

(2.4.29)
p—1
for any € > 0 and all sufficiently large t € Ry. We choose ¢ in such a way that
(R+e) " (S+e)<q™
We put C' = (R + 5)ﬁ and D =S +¢in Theorem Since
D/C=(R+el " (S+e)<q?,
we know that the equation

S+e
tlog?t

(R+eymi ()] + B(z) = 0

is non-oscillatory. This fact means that any solution ¢ : R — R of the equation

(1)

= Togi (R+¢)|cos, p(t)[P — ®(cos, ¢(t)) sin, p(t)

(2.4.30)

has the property that limsup,_, . ¢(t) < co. Finally, considering together with
(2.4.30)) and considering the 27,-periodicity of the generalized trigonometric functions, we
have the inequality

lim sup ¢ () < oo.

t—o00

Therefore, the statement of the theorem is proven. O

Now, we mention definitions which enable us to formulate the below given Corollaries
2.4.1] and [2.4.2| (and which we use later as well).
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Definition 2.4.1. A continuous function f : R — R is called almost periodic if, for all
e > 0, there exists I(¢) > 0 such that any interval of length [(e) of the real line contains
at least one point s for which

Ift+s)—ft)| <e, teR

It is well-known that there exist different (equivalent) ways to define almost periodic
functions. The above given definition is the so-called Bohr definition. Another way is
given by the Bochner definition which follows.

Definition 2.4.2. Let f : R — R be a continuous function. We say that f is almost
periodic if, from any sequence of the form {f(t + s,)},,cy, Where s, are real numbers, one
can extract a subsequence which converges uniformly with respect to t € R.

We remark that the equivalence of Definitions [2.4.1] and [2.4.2 is shown, e.g., in [29]
Theorem 1.14]. As a direct generalization of the almost periodicity, we consider the notion
of the so-called asymptotic almost periodicity.

Definition 2.4.3. We say that a continuous function f : R, — R is asymptotically almost
periodic if f can be expressed in the form f(t) = fi(t) + fa(t), t € R, where f; is almost
periodic and f, has the property that lim; ., fo(t) = 0.

Concerning coefficients with mean values, we obtain a new result which reads as fol-
lows.

Corollary 2.4.1. Let continuous functions v : R, — R* and s : R, — R be such that the
mean values M(r'=9) € RT, M(s) € R exist and let (2.4.14)) be valid for some a € RT.

Let [M(r'=0)""" M(s) # qP. Eq. R4.1)) is oscillatory if and only if [M (r*=0)]""" M(s) >
q".

Proof. The corollary follows from Theorems [2.4.4] and [2.4.5] Let € > 0 be arbitrary. The
existence of M (r'7%) and M (s) implies the existence of n € N such that

t+no t+na
1 1
— [ e me| <e | [ smar- )| <

no no
t t

for all t € Re. If [M(r'=9)]""" M(s) > ¢"*, then it suffices to choose ¢ so that
M@ ™) —e>0,  [M@E'™) —e]" " [M(s) — €] > 7,

to put R = M(r'=%) — ¢ and S = M(s) — ¢, and to replace @ by na in Theorem [2.4.4]
Obviously, ([2.4.14) is true also for no. If [M(r1=9)]""" M(s) < ¢~*, then we choose & so
that

M(s)+e>0,  [M@'0) +e]" " [M(s) +¢] < g7,

we consider R = M (r'=%)+¢ and S = M(s)+e¢, and we replace a by na in Theorem [2.4.5|
[
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Remark 2.4.1. We point out that the requirement about the validity of for some
a € RT cannot be omitted in the statement of Corollary 2.4.1] Indeed, the existence of
M (s) does not imply . We remark that, from the same reason, Theorem
does not follow from Theorem 2.4.1]

For asymptotically almost periodic coefficients, we get a new result as well. Again, we
formulate it explicitly.

Corollary 2.4.2. Let functions r'*=7: R, — R* and s : R, — R be asymptotically almost
periodic and let [M(r'=9)]""' M(s) € Rt ~ {q?}. Then, Eq. R.4.1)) is oscillatory if and
only if [M(r*=0)]""" M(s) > ¢.

Proof. Since any asymptotically almost periodic function has mean value and it is bounded
(see, e.g., [12 29]), this corollary is a consequence of Corollary O

Remark 2.4.2. Let us pay our attention to Eq. (2.1.65)). We repeat that the result about

Eq. , which corresponds to Corollary @, is proven in Section and that the
one, which corresponds to Corollary 2.4.2] is proven in [38].

Remark 2.4.3. In Corollaries|2.4.1) and [2.4.2] the case [M (r1~9)]"~" M(s) = ¢~? cannot be
solved as oscillatory or non-oscillatory for general coefficients (which have mean values
or which are asymptotically almost periodic). We conjecture that this case is not pos-
sible to solve even for general almost periodic coefficients. Our conjecture is based on
constructions of almost periodic functions mentioned in [76] (see also [75, [77]).

At the end, we give some examples to illustrate the proven results.

Example 2.4.1. Let us consider constants u > 0, v € R, and w # 0 and the function
h :R; — R given by the formula

( I 1
v+ nw2" (t—n), te n,n—l—z—n),nEN;
2 1 2
h(t) := < v+ nw2" n—|—2—n—t , te n+2—n,n+2—n ,neN;
T
v, te n—|—2—n,n—|—1),nEN.
We analyze the equation
/
ta')? h(t
)| L (2 2% = 0. (2.4.31)
u tlog™t
Hence, we deal with Eq. (2.4.1)), where p = 4 and
1
r(t)=—, s(t)=h(t), teR,
u
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Therefore, applying Corollary (condition ([2.4.14]) is trivially valid for all &« € R™), we
know that Eq. (2.4.31)) is oscillatory when 4*uv > 3* and non-oscillatory when 4%uv < 3%,

Note that the second coefficient h has mean value, but it is not asymptotically almost
periodic (it suffices to consider that limsup,_, . |h(t)| = c0).

Example 2.4.2. For a,b,c > 0, we consider the equation

2z °
(1 +t]1 —i—sintcost])

sin(at)| + arctan[sin(bt) + cos(bt)]
5 =0
c (t + \/l_f) log” t

which is in the form of Eq. (2.4.1) with

5
t

£) = . teR.,

r(t) (1—|—t[1—|—sintcost]> ¢

S(t) = t (|sin(at)| + arctan[sin(bt) + cos(bt)])7 { R,

c(t+Vt)

and p = 6. Since r'77 and s are asymptotically almost periodic functions (see, e.g.,
[12, 29]), we can use directly Corollary [2.4.2, We have

/!

(2.4.32)

1 1
M(rlfq) - M <7fg) =M (; + 1—|—sintcost> =1,

cM(s) = M (|sin(at)| + arctan[sin(bt) 4+ cos(bt)]) = M (|sin(at)|) = %

Therefore, Eq. (2.4.32)) is oscillatory for

and non-oscillatory for ¢ > T

Example 2.4.3. Let p = 3/2 and let f,g : [-1,1] — R™ be continuous functions. We
find the oscillation constant for the equation

[ if (sint) @(m’)}’ + iizi;,? O(z) = 0. (2.4.33)

Evidently, the functions r(t) = 1/ f (sint) and s(t) = g (sint) are periodic and

™

M (r?) = %/%, M(s) = %/g(sint)dt.

—Tr
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We can apply, e.g., Corollary If

1 1 [ dt
Ti=_— int)dt |— > 379/
27 /g(sm ) 27 / f (sint) ’

then Eq. ([2.4.33) is oscillatory. If I' < 373/2, then Eq. ([2.4.33) is non-oscillatory.

2.5 Modified Euler type equations in critical case

In this section, we study the oscillation behavior of the equation

[T_§<t) tp—I(I)(x’)}, + tfo(;’))t O(z) =0, (2.5.1)

where r > 0 and s are continuous functions. The motivation comes from Section [2.4]
where the equation

p—1 N S<t) _

[r(t) ' (2")] + Tog’ 1 O(z) =0 (2.5.2)
is proved to be conditionally oscillatory. Note that, in Section , Eq. is considered
without the power —p/q in the first term. Nevertheless, since function r is positive, it
does not have any impact. We consider Eq. in the presented form only due to
technical reasons, i.e., the technical parts of our processes are more transparent.

Since the critical case when the coefficients indicate exactly the critical value is open,
the aim of this section is to fill this gap. We will consider Eq. with periodic
continuous coefficients. We will not require any common period for coefficients r and s.

§2.5.1 Preliminaries

In this paragraph, we describe the equation for the modified half-linear Priifer angle given
by the studied type of equations and we prove the auxiliary lemmata.
Now, let us turn our attention to the half-linear equation

|:T_§(t) tr1d(2) , + tigo(gt’))t O(z) =0 (2.5.3)

and the corresponding equation for the Priifer angle

1
tlogt

(1) = [r<t>| cos, p(B)P — B (cos, (1)) siny (1)

[sin, ()"
AU

(2.5.4)

?

where 7 : R — R is a continuous, positive, and a-periodic function and s : R — R is
a continuous and [-periodic function.
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Since Eq. (2.5.4) for the Priifer angle of Eq. (2.5.3) was obtained analogously as in
5 2.4.1, we mention only main steps. We used the Riccati type transformation

_p '(t)
f =t eie (L0
ul) =S or-ie (20)
to Eq. (2.5.3)). This lead to the equation

s(t) _® . _p_

w'(t) + gt +(p-1) [r a(t) tp—l] o |w(t)|7~T = 0. (2.5.5)

Then, using the substitution
v(t) = (logt)aw(t), t € (e,00),
in Eq. (2.5.5) and taking into account the modified Priifer transformation

£(t) = plt)siny (1), [r5(1) tp—l}q_l o) = % cos, (L),

we obtained Eq. (2.5.4)).
Further, let us mention the definition of the mean value of an arbitrary periodic
function which is essential for our results. (See also the more general Definition [2.1.1])

Definition 2.5.1. The mean value M(f) of a periodic function f : R — R with period
P > 0 is defined as

M(f) = %/f(T)dT.

Finally, for the upcoming use, we put
7i=sup{r(t); t > e}, §:=sup{|s(t)]; t> e}, (2.5.6)

we denote 2p := min {p—1, 1}, and we mention that the half-linear trigonometric functions
satisfy
lcospal <1, |sinyal <1, a€R. (2.5.7)

Further, for ¥ > 0 be arbitrary, we define

t+Vi
Y(t) = — / o(r)dr, t>e+17, (2.5.8)

where ¢ is a solution of Eq. (2.5.4)) on [e + ¢, 00). Now, we formulate and prove auxiliary
results concerning this function .
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Lemma 2.5.1. If ¢ is a solution of Eq. (2.5.4) on [e + ¥,00), then the function
Y e+ 1,00) = R defined by (2.5.8)) satisfies

C

o) (0] <

tze+ﬁ,¢e[t,t+ﬁ], (2.5.9)

for some constant C' > 0.

Proof. The continuity of function ¢ implies that, for any ¢ > e + ¢, there exists
t e [t,t—l— \/7_5] such that ¥(t) = @(f). Hence, for all t > e+ 0, 7 € [t,t—i—\/ﬂ, we
get
t+/t
o) = wit)] = e - ¢ ()] < [ 1)l ar

t

. t+/t
< flog? r(7)] cos, (7) [P + |®(cos, (7)) siny, (7)| d7
t
“ Lsing ()P
sin, (7
—_—Y d
+ [ e o) ar
t
i.e., we obtain (see (2.5.7)), (2.5.6))
Y 5 C
S
T)—Y(t)| < T+ 1+ dr < ,
o) =001 < o [ (F1e 5 ) ar< o
t
where .
=r4+14+ —. 2.5.1
C:=7r+ +p—1 (2.5.10)
O
Lemma 2.5.2. The inequality
. » vVt
¢
vt = o 'COSP\%)' / r(r)dr — @ (cos, ¥ (t)) sin, (%)
t
» t+V/1 D
in,, (¢
n |sin, P ()] s(r)dr
(p— 1)Vt ti+elogt

holds for some D > 0 and for allt > e+ 9.
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Proof. For all t > e + ¢, we have
t+V/T
L\ e(t+vt) o) 1
‘(t) = <1+ ) — — / ) dr
V(1) NG Y Vi v (7)
| t+V/t . . t+/1
— ! - —_
=7 / (p(T)dT+2t@<t+\/E> P / o(r)dr
t t
1 s 1
= [ o rDlcosy P @ (cosy ) s (1)
t
sin ()] 1
sin, ¢ (T B
+ s(7) p— }dT—l—z\/t_B / [go(t—I—\/%) QO(T)i|dT.
Since (see also (2.5.7), (2.5.6)), and (2.5.10)))
] t+vt . VLtV
— < /
= / o (14 V2) —etn)] arl < s / [ e @ldoar
) VetV )
<= [ [ s [l cos el = @ s, gl)) sn o)
t T
- P
p—1
| tHVEt+VE ~ o
s
< — r+14+ ——|dodr < ——,
215 log t / t/ [ p—l} 2/t3 log t
it suffices to consider
1 o 1
T [ i |rlcos (o) @ (cos, ) s )
t
p
+ s(7) ’SHZf(lT)‘ } dr
In fact, we will consider
. t+Vt
r(7)| cos, p(7)|P — @ (cos, (7)) sin, (T
i [ [rleos e = @ eos, o) sing ) -

[sin, o (7)[”
+ s(7) p— dr,
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because

t+/t
1

Tlog T
t

[r(7)] cosp p(7)|P — ®(cos, ¢(7)) siny, ¢(7)] d7

t+V/1
1 i P
EGI
Tlogr p—1

t

t-+/t
1

tlogt

[r(7)| cosp p(7)[” = P(cos, (7)) sin, @(7)] dT
t+Vt
1 |sin, o(7)]”

— d
tlogt p—1 s(r)dr

t

t+/t _ 1 ]
s
< r+1 — d
- / [T+ +p—1} Llogt TlOgT:| T
t

SC\ﬁ(15—1—\/¥)log(t+\/7?)—tlogtS KC
t(t+\/f)log(t+\/f)logt tlogt
for all t > e + 1, where K > 0 is such a constant that
(t—i—x/f)log(t—kx/%)—tlogt
log(t—l—\/g)

Considering the form of (2.5.11)), to finish the proof, it suffices to prove the following
inequalities

<KVt t>e+0.

) t+/t
w / r(7) dr
t:ﬂ (2.5.12)

. E

-1 [ rolemetran <

) t+vt
% / O (cos, P(t)) sin, 1 (t) dr

» (2.5.13)

1 £

_% / ®(cos, ¢(7)) siny, o(7) dT §t910g29t’

t
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s v 7 e 5
sin, P _ . » 3
T t/ s(t)dr 7 t/ s(T)|sin, (1) [P dr S\/flogt (2.5.14)

for some constants E;, Fy, F5 > 0 and for all t > e + ¢.
The half-linear trigonometric functions sin, and cos, are continuously differentiable
with period 27,. Thus, there exists A > 0 for which

|| cos, al” — | cos, b|P| < Ala—b|, a,b€R, (2.5.15)
| cos,a — cos, b| < Ala—b|, a,beR, (2.5.16)
| sin, al” — |sin, b’| < Ala —b], a,b€ER, (2.5.17)
| sin, a — sin, b| < Ala—b|, a,b€eR. (2.5.18)

In addition, directly from the definition of ®, it follows the existence of B > 0 such that
|®(a) — (b)| < [Bla — b™™ =1 g be[-1,1]. (2.5.19)

At first, we consider inequality (2.5.12)) which comes from (see also (2.5.6), (2.5.9),

and ([2.5.15))
t+Vt

7 | ) Geos, w0 = cos, o)) ar

t

t+vt

rAC
7)A dr < . t>e4 0.
_J/ (D)~ pr)ldr < S0tz

Similarly, we can obtain (2.5.14]) from (see (2.5.6)), (2.5.9)), and (2.5.17))

t+vt

1 i P _ |sin P dr
ﬁ/xmmwm||prd
) t+vt SAC
gyi/WAﬂwuww—wvwis\/bﬁ t> e+

t
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It remains to show (2.5.13]). We have (see (2.5.7)))
V1
1

7 / [B(cos (1)) sing ¢ (t) — ®(cos, (7)) sin, @(7)] d7

t
t+/t

1 . .
< 7i t/ |D(cos, ¥(t)) siny, (t) — D(cos, ¢(t)) siny, o(7)|dr

t+/t

+ % / |P(cos, (1)) sing, (1) — P(cos, p(7)) sin, ()| dr

t

t+/t
1

< = / |sin, ¥ (t) — sin, p(7)| d7T
t

t++/t
1
+— / 1B(cos, $(£)) — B(cos, p(r))| dr

for all ¢ > e + ¢ and, using (2.5.9), (2.5.16]), (2.5.18)), and (2.5.19)), we obtain

t—i-\/i
1 . .
7 / [D(cos, (1)) sin, 1 (t) — P(cos, (7)) sin, p(T)] dr

~+

t+vt
[ A1 - em)lar

Sl =

~+

. t+v1t
= [ [Bleos, 5(0) = cos, ()04 ar

t
t++/t

i AC B min{1l,p—1}
<7 [ S +ABIED — e ar

t

AC ABC ™ttt
< ()
Vtlogt Vtlogt
for all t > e+ ¢, i.e., (2.5.13) is valid for
Ey := AC + [ABC]™tp=1

The proof is complete.
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Now, we recall one known result and we provide its direct consequence which we will
use in the proof of Theorem in the next paragraph.

Theorem 2.5.1. If M, N > 0 are such that MP~'N = ¢~P, then the equation
_P /

1\ ¢ ,

M —f‘ Z (I)(LE )

Proof. See, e.g., [17]. O

n tlp (N + %) B(z) = 0 (2.5.20)

15 mon-oscillatory.

Corollary 2.5.1. If M, N > 0 are such that MP~'N = ¢~P, then the equation

p !/
1 T q
M+ — Lo (o!
( +10gt) ()

1

N+

ogt
—® =0 2.5.21
+ tloght () ( )

18 non-oscillatory.

14 N 1dy\] 1 |
—— [ M+=) (=2 — [N+ =) ®(y) =0.
tds [( +s> (tds)] +tsp( +s) (y) =0

This equation can be easily simplified into the form

p /
1\ ¢ 1 1
M+ - O (y — | N+ - ) P(y) =0. 2.5.22
(ar+3) "ow)| + 5 (v 1) o) (2522
Hence (cf. Eq. (2.5.20) and Eq. (2.5.22))), it suffices to apply Theorem [2.5.1] ]

§2.5.2 Results and examples
Applying Lemma [2.5.2] and Corollary [2.5.1) we prove the following theorem.

Theorem 2.5.2. Let o, 3 > 0. Ifr : R — R is a-periodic and s : R — R s S-periodic
such that

a p—1

B
1 p—1 — 4P
o [rmar] S / s(rydr = MEP M) =q* (25.23)

then Eq. (2.5.3)) is non-oscillatory.
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Proof. In this proof, we consider the equation for the Priifer angle ¢ and the corresponding
equation for . The used method is based on the fact that the non-oscillation of solutions
of Eq. is equivalent to the boundedness from above of a solution ¢ of Eq. .
We can refer to [42] or also to each one of papers [17, 19, 54, [71, B9]. In addition,
Lemma implies that a solution ¢ : [e + ¥, 00) — R of Eq. is bounded from
above if and only if ¢ given by is bounded from above.

From Lemma [2.5.2] we have

t+vt

W(t) < tligt ‘Cosp\;é(t)’ / r(r)dr — ® (cos, ¥(t)) sin, (1)

|sin, ¥(t) [ D

(p=1Vt s(Mdr+ 5
for all t > e + ¢ and for some D. Especially,

| jeos,ur 7
V() < oy | Fm [ r(e)dr = cos, ) s, )
t (2.5.24)
[sin,, ¥ (¢)[”
+ —(p )i / s(t)dr + g1

for all t > e+1). Then, using the periodicity of coefficients r, s, we obtain (see (2.5.6]) and
2.5.24))

O < 1o [|cospw<t>|1’ (31 +77)

— @ (cos, (1)) sin, (1) (2.5.25)

|sin, ¥ (t)[" 53 D
# PRt (e + ) + @]

for all £ > e + 1. Indeed, for any periodic continuous function f with period P > 0 and
positive mean value M(f), we have

t+V/1 . t+Pn t+V/t
— f(r)ydr = — f(r)dr + f(r)dr
il o]
. t+Pn . t+P(n+1) fP
<pn [ roare o [irear <+ L2

t t+Pn
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where f := max {|f(t)|; t € [0,P]} and n € NU {0} is such that Pn < v/t and that

Pn+1) >Vt

For R := max{1,p — 1}, the Pythagorean identity (1.1.5)) gives

1 p
R(]cospa|p+M) >1, aeR
p_

Considering ([2.5.25)) and ([2.5.26)), we have

ra n RD
Vi
— @ (cos, (1)) sin, P(t)

/ 1 p
WO < o [!cospw)\ (216 +

+M(M(s)+%+

Vit

p—1

for all t > e + 9 and, consequently, we have

, 1 ) 1
HO < s [|cosp¢<t>| (3100 + 1)
— @ (cos, (1)) sin, Y(t)
|siny, ¥ (¢)[”
+ —p — (M(s)

for all large t¢.
The equation

PO = e [| e (M) + o)
— @ cos, (1) s (1)

gl (3

p—1

log?t

)

RD
log?t

n 1
logt

)

(2.5.26)

(2.5.27)

(2.5.28)

has the form of the equation for the Priifer angle ¢ which corresponds to Eq. (2.5.21]),

where M = M(r) and N = M(s). Therefore (see (2.5.23))), Corollary guarantees
that any solution ¢ : [e + ¢, 00) — R of Eq. (2.5.28)) is bounded from above. Comparing

(2.5.27) with Eq. (2.5.28)) and considering the 27,-periodicity of the half-linear trigono-

metric functions, we know that the considered function v is bounded from above. This
means that any non-zero solution of Eq. (2.5.3) is non-oscillatory.

]

Now, we explicitly mention a corollary of the main results of the previous section that

we will combine with Theorem 2.5.2.



2.5. CRITICAL CASE 88

Theorem 2.5.3. Let r,s: R — R be periodic.
(i) If [M ()P~ M(s) > q 7P, then Eq. [2.5.3) is oscillatory.
(i) If []\4(7")]7’_1 M(s) < q7P, then Eq. (2.5.3) is non-oscillatory.

Proof. The statements of the theorem can be obtained immediately from Theorem
and 2.4.5 O

Using Theorem [2.5.3] we can generalize Theorem as follows.
Theorem 2.5.4. Let r,s : R — R be periodic. Eq. is oscillatory if and only if
(M ()P~ M(s) > ¢7".
We get a new result even for linear equations. Thus, we formulate the corollary below.

Corollary 2.5.2. Let r : R — R be continuous, positive, and periodic function and let
s: R —= R be continuous and periodic function. The equation

{% a:’} + tfo(;zt r=0 (2.5.29)

is oscillatory if and only if AM (r)M(s) > 1.

To illustrate the presented results, we give some examples of equations whose oscil-
lation properties do not follow from previously known oscillation criteria. At first, we
mention an example to illustrate Theorem [2.5.2]

Example 2.5.1. For any p > 1, the equation

P

<M) | Ry A he L P (2.5.30)

2q pt log? t

is in the critical case because

M(r) - M (M) _ 1 :M(p—l—FCOS(pt)) ZM(S).

2q q P

Hence, [M(r)]’ ™" M(s) = ¢ ? and Eq. (2.5.30) is non-oscillatory due to Theorem [2.5.2]
Of course, the oscillation behavior of Eq. (2.5.30)) is solvable in many slightly modified

situations as well. For example, its coefficients may involve parameters. Thus, we can

apply Theorem as follows.
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Example 2.5.2. Let a > 1 and b, ¢,d # 0 be real parameters. We consider the equation

D /
a+sin(ct)\ 7 p — 1+ cos (dt)
arsmict) o d(x) = 2.5.31
( . > t ()] + bilog’ t (x) =0 (2.5.31)
with
M(r) = M (M) _
q q
and

M(s) =M (p —1 +bCOS (dt)) p%l

Therefore, by Theorem [2.5.4] Eq. (2.5.31)) is oscillatory for a?~'p/b > 1 and non-oscillatory
otherwise.

Finally, we mention the following simple example of linear equations whose oscillation
properties are solvable by Corollary [2.5.2]

Example 2.5.3. Consider the equation

/

t !/
ay + by sin(eqt) + dy cos(eqt) o
as + by sin(cat) cos(cat) + dy arcsinfcos(cat)]

tlog?t

(2.5.32)

=0,

where a;, b;,¢;,d; € R, ¢; # 0,4 € {1,2}, ay > |b1] + |dq]. Tt is seen that M(r) = a;
and M(s) = as (cf. Eq. (2.5.29) and Eq. (2.5.32))). Hence, Eq. (2.5.32)) is oscillatory

for ajas > 1/4 and non-oscillatory for ajas < 1/4. We emphasize that this conclusion
remains valid even for, e.g., ¢; = 1 and ¢, = 7 or ¢; = /2, when r and s do not possess
any common period.

2.6 Riemann—Weber type equations

This section is devoted to the study of the half-linear differential equations

[r(t)tp’lcp(:v')]/ + tfo(g’tq)(m) =0, O(x) = |z|" " sgnx (2.6.1)
and
r 7’2(15) _5 p—1 .73/ ,
[( O Tog (1ogt)]2) oo )] (2.6.2)

1 Sg(t) r) =
+ tloght <81(t) * [log (logt)]2) (@) =0
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with continuous coefficients r > 0, s, > 0,79, 51, So.

In this section, we fully solve the critical case of Eq. with periodic coefficients
r and s, i.e., we solve the oscillation behavior of this equation in full. At the same time,
we turn our attention to the perturbed equation (2.6.2)), where the coefficients 7, s; are
periodic and the coefficients ry, s, in the perturbations are very general and they can
change their signs.

Now, we describe in detail related results and the main motivation for the research
presented in this section. At first, we mention paper [19]. Its main result deals with the
Euler type equation

AN ’)/C<t) _
[r(t)®(x")] + t—pcb(x) =0 (2.6.3)
and with the Riemann—-Weber type equation

pd(t)
log?t

02 + 5 [rel0) +

} ®(z) =0, (2.6.4)

where 7, ¢, and d are periodic positive functions with the same period. Since [19] is one of
the main motivations for our research, we reformulate its main result in full. We should
recall that the mean value of a periodic function f over its period, say T" > 0, is the

number
a+T

M) =g [ s

where a € R is arbitrary. We can also refer to Definition [2.1.1} Further, we will use the

notation .
_(p—1 P 1 /(p—1 b=
7;0 - p ) Mp - 2 p :

Theorem 2.6.1 ([19]). Eq. (2.6.3)) is non-oscillatory if and only if
—\1- N
V< e = [M(r)] T M ()]
In the limiting case v = Ype, Eq. (2.6.4)) is non-oscillatory if
p< pra = g [M ()] [M(d)] 7
and it is oscillatory if @ > firq.

The next motivation comes from papers [14, 17, [16, I8]. At this place, we state a result
concerning the equation

_p !
(%)) q ’
+ )
(al log2 t> (=)

where a1, as, B1, P2 are constants and a; > 0. Note that, due to the exponent in the first
term of Eq. (2.6.5]), the formulations of results are technically easier and the exponent does

. (51 + #) () = 0, (2.6.5)

og2 t
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not mean any restriction and can be removed. The following theorem can be obtained,
e.g., as a direct corollary of the main result of [I7] (or deduced from [14], [16] [18]). We will
also use this theorem in the proof of Lemma below which is essential to prove our
main result.

Theorem 2.6.2 ([17]). The following statements hold.
(i) Eq. is oscillatory if frad ™" > ~,, and non-oscillatory if 1o~ < 7,
(i) Let Biab~" =~,. Eq. is oscillatory if
Baol ™+ (p — Doy > gy,

and non-oscillatory if
Baal ™+ (p = Dy < gy

As the third result which is strongly connected to the presented one, we mention
Theorem [2.5.3] which comes from the results of Section [§2.4.3

In this section, we generalize Theorem [2.5.3| into a very general situation. Especially,
we solve the critical case [M(r)’"' M(s) = ~,. Our aim is to obtain a result similar
to Theorem [2.6.1] which covers also non-periodic coefficients. To make this, we apply
Theorem [2.6.2] and the method based on the combination of the modified half-linear
Priifer angle and the Riccati equation.

This section is organized as follows. In the following paragraph, we derive the equation
for the modified Priifer angle, which will be an important tool in the rest of this chapter.
Then, we study the behavior of the Priifer angle. This leads to the proof of the main
result in [§2.6.2] The section is finished by corollaries and examples in [§2.6.3|

§2.6.1 Modified Priifer angle and average function

At this place, we provide some background calculations which lead to auxiliary equations
that are necessary for our approach. Throughout this section, we will use the notation
R} := (a,00) for a € R. In our main result (see Theorem below), we will consider
the equation

. o (t) K P=1g( ! /
[<l(t)+[log(1ogt)]2> m )] (2.6.6)

1 Sg(t) ) —
" Flog’t (81(t> " [1og(10gt)]2> (=) =0

where 71 : R —+ R" and s; : R — R are a-periodic continuous functions for some av € R*
and where 79, s5 : RT — R are continuous functions such that

Tg(t)
loallog )~ '€ R 200

T (t) +
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t+a
1
lim / |ra(u)| du = 0, (2.6.8)
t—oo /tlogt
t
and "
) 1
lim Tgt/ lso(w)| du = 0. (2.6.9)
t
For future use, we put
Fi= t = t)|. 2.6.1
ri = max (), sf = max [si(f) (2.6.10)

For our investigation of Eq. (2.6.6]), we need to express the half-linear Priifer angle in
a very special form. Let us briefly describe its derivation. At first, we apply the Riccati

transformation
it — (& nt)  \ g (20
(t) = ( 1(t) + [log(logt)]z) =P <x(t)) , (2.6.11)

where x is a nontrivial solution of Eq. (2.6.6). The obtained function w satisfies the
Riccati equation

w(t) + (31(t)+—[ 2al?) )

tlog"t log(log )]

2 (0 2 ol =0

t log(log £)]?

associated to Eq. (2.6.6) whenever x(t) # 0. For details about the Riccati transformation
and equation, see Section (we also refer to [21], Section 1.1.4]).
Now, we use the transformation

(2.6.12)

v(t) = (logt)rw(t),  teRF, (2.6.13)

in Eq. (2.6.12)) which brings us to the adapted (or weighted) Riccati type equation

V() = g (logt)s ™" @ + (log t)aw'(t)
P v(t) B 1 . S9(t)
“qtlogt tlogt < i) + [1Og(1ogt)]2) (2.6.14)
=1/ ra(t) v ()]
t ( 1(8) + [log(logt)]z) logt -

Thus, in one hand, we keep the adapted Riccati equation (2.6.14)). In the other hand,
we have the modified half-linear Priifer transformation

t - t
)3y - o0

los cos, (t),  (2.6.15)

z(t) = p(t) sin, (), <7“1 (t) + Tog(log 1)
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where sin, and cos, stands for the half-linear sine and cosine function, respectively. For
fundamental properties of the half-linear trigonometric functions sin, and cos,, see Section
[L.] (or [2I} Section 1.1.2]). In this section, we have to mention only that the half-linear
sine and cosine functions are periodic and continuously differentiable and that they satisfy
the half-linear Pythagorean identity . Especially,

sin, x| < 1, cos, r| <1, D (cos, )| <1, r € R. 2.6.16
P i i

We combine the adapted Riccati equation (2.6.14]) with the Priifer transformation
(2.6.15)). We begin with the observations that the function

cos, t
t)=o P
y() (sinpt)

y(t)+p—1+(-1ly@®)"=0
and that (see (2.6.11), (2.6.13), and (2.6.15))
o2 (o )\ g (T _ g (o8 elt)
v(t) = (logt) ( 1(t) + [10g(10gt)]2> o (x(t)) P (Smp@(t)) (2.6.17)

Using (1.1.5]), these two observations lead to the second expression (the first one is the
adapted Riccati equation (2.6.14)) itself)

solves the equation

J) = e = [L—p+ (1= ply(e®) (O
cos, o0\ 7]
={-p {1+'¢(sinpg0(t)> }M (2.6.18)
== [1 o 58 } #0) = st ¥ O

Finally, we compare both of the expressions for v'(¢), namely (2.6.14]) and (2.6.18]).

Hence, we have

1 _p /
sy (P ©

= = gt (w0 ) B (g O ) T

q tlogt tlogt log(log t)]” t log(logt)]*/ logt ’

from where we immediately express the derivative of the modified Priifer angle (we are

aware of (2.6.17))

- Kn<t>+”—“))rcospsou)rp—<I><cow<t>>sinpso<t>

" tlogt log(log t)]”
. 55 (1) [siny, ()"
" ( o)+ [log(logt)]2) p—1 } |

(2.6.19)
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We will use Eq. to the study of oscillatory properties of Eq. .

For the period « of the functions 1, s1, we define the function ) which determines the
average value of an arbitrarily given solution ¢ : RT — R of Eq. over intervals of
the length «, i.e., we put

(1) ::—/ga(u)du, t e RY, (2.6.20)

where ¢ is a solution of Eq. (2.6.19)) on RT.

We prove an auxiliary result concerning the function .
Lemma 2.6.1. The limit

tlg?o Vitlogt|p(s) —(t) =0 (2.6.21)

exists uniformly with respect to s € [t,t + a.

Proof. For s € [t,t + «], we have

0<hm1nf\/tlog lo(s) ]<11msup\/tlog lo(s)

t+a t+a

= limsup \/tlogt / o(u) du| = limsup /tlogt / — (u)du

t—o00 t—o00
t t

<limsup+/tlogt max |o(s1) — p(s2)] =limsup+/tlogt max /gp’(u) du

t—o0 51,82€[t,t+a] t—o0 s1,52€[t,t+a]

/:2 uljgu [(Tl(u) + %) | cos, o (u)|?

() Isimyp(wl] |
[10g(10gU)]2> p—1 }d

= limsup+/tlogt max
t—o0 51,52€[t,t+a]

— ®(cos, p(u)) sin, p(u) + (sl(u) +
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t—o00 51,52€[t,t+a]

= limsup +/tlogt { max

wéﬁlfkﬁ@+@§ﬁgfyw%wwp

51(u) )Mwﬂquu

log(logu)*/  p—1

+@£ﬁﬁ£1(mm+méﬁgf)mmwmv

52(u) )W%qud

— ®(cos, ¢(u)) sin, p(u) + (sl(u) +

— ®(cos, p(u)) sin, p(u) + (Sl(u) * [log(log u)]* p—1

3[1(mm+méﬁgﬁ)mwwww

s53(u) )m%wquu

log(logu)]*/ p—1

}ZT(MW+@é%%F)M%MMV

52(u) )m%ﬂwqd

)

1
s1 log sq

{00 s1€[t,t+a]

< limsup+/tlogt { max

— (I)(COSp (p("u,)) Sil’lp (p(U) + (51 (U) +

1

s9 log so

4+ max
82€ [t7t+a}

- (cos, lu))siny ) + (s1(0) +

/ )
S1

— ®(cos, p(u)) sin, p(u) + (sl(u) +

log(log )] p—1

)

1
< limsup+/tlogt {

max
t—00 t 10g t s1,52€[t,t+q]

() + — 2 (v) cos, p(u)[?
(10004 2 ) oy )

() )m%qudu

[log(log u)]2 p—1

Lﬁ[@mo+ﬁﬁﬁgw)wwwww

sa(u) | siny, p(u)|?
[log(log u)]2> p—1 ] d

(mm+rlﬁiﬁ)m%wWP

log(log u)]
s2(u) ) | siny, o (u) |
log(log )] p—1

1

max
tlogt si,s2€lt,t+al

)

du

— (I)(Cosp Sp(’u,)) Sil’lp QO(U) + <81 (U) +

2 o
<limsup ——— max /
t—00 t IOg t 51752€[t7t+a} S1

— ®(cos, p(u)) sin, p(u) + <S1(U) +
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< 2lim sup + M

1
max
P \/tlogt81,sze[t7t+a}/ { b [log(log u)]®

+1+p%1 (ST—F%)} du

t+a
: 1 [ra(w)] 1 [sa(u)]
< 2limsup ——— e+ ——+1l+— s+ —>— )| du=0,
=AY Vitlogt / { " Jlog(log t)]? p—1\"" " [log(logt))?

where (2.6.8)), (2.6.9)), (2.6.10)), and (2.6.16|) are used. O

§2.6.2 Preliminaries and results

At first, we discuss the oscillation behavior of the equation

Qg ~4 P11 (! , B 7) =
[(al+[log(logt)]2) o) +tlogpt <51+[log(logt)]2) o(z) =0 (2622)

with constant coefficients a; € RT, an, 81, B2 € R. Applying a simple transformation, one
can get the following lemma.

Lemma 2.6.2. Eq. (2.6.22) is oscillatory for a’f_lﬁl > q~P and non-oscillatory for
of71By < ¢7P. In the limiting case o', = ¢?, Eq. [2.6.22) is oscillatory if

p _2>q

Boa !+ , (2.6.23)

qp (03] 2

and non-oscillatory if

p Q2 _ v
@ oy 2

Proof. In Eq. (2.6.22)), we have x = z(t) and (-)" = d/dt. Using the transformation of the
independent variable

Bao ™ + (2.6.24)

=logt i.e d _! d
§= 08, e dt  tds’
we obtain (we put z(t) = y(s))
1d Q9 ~4 B 1dy 1 Ba
i #1p (-2 — 2 ) p(y) =
tds (Oél + log2s) (t ds) + tsp (61 + log2s> (y) =0

This leads to the equation

<a1+ @2 >_§<I)(y')

log? s

+81—p<61+ - )fb(y)zo,

log? s

where y = y(s) and (-)’ = d/ds. Now, it suffices to use Theorem [2.6.2] O
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From Lemma [2.6.2] we get the lemma below which closes the preliminary results.
Lemma 2.6.3. Let M(ry), M(s;) € RT be such that [M(r)]P"*M(s;) = q"P.
(i) If X, Y € R satisfy

-1 X qgt—r
M@)Py + 2 2.6.2
MY+ o > T (26.25)
then any solution 6 : RT — R of the equation
1 X
0'(t) = {(M(rl) + —) | cos, 6(t)|P
tlogt log(1 2 i

—@(Cospe(t))sinpﬁ(t)—i—(M(sl)+ Y )Isinw(t)l”}

log(log t)]? p—1
s unbounded from above.
(i) If V,W € R satisfy

_ p—1 V gt
[M (r)P2W + 7 M(r1)< 5 (2.6.27)

then any solution & : RT — R of the equation

) = — v cos P
€0 = o | (M) + s ) oo €00

—d (cos, &(t)) sin, &(t) + (M(sl) +

(2.6.28)

wW |sin, £(¢)["
[log(logt)]2> p—1 ]

1s bounded from above.

Proof. Comparing Eq. (2.6.26) and Eq. (2.6.28) with Eq. (2.6.19)), one can see that
Eq. (2.6.26)) and Eq. (2.6.28) is the equation of the Priifer angle for

p !/

X ~4
M 71 —_— p_lq) x
[( ) [log(log ?)] ) oo y (2.6.29)
1
+ tloglt <M(Sl) * [log(log t)]2) o) =
and
Vv _g p—1 / ,
[(M(Tl) ' [log(logt)]z) m )] (2.6.30)

1 W
* tloght (M(Sl) N [log(log t)]Q) (@) =0,
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respectively.

Let us focus on the first case. The assumption [M(r)]P~'M(s;) = ¢~? and (2.6.25))

give that Eq. (2.6.29) is oscillatory (see (2.6.23)) in Lemma [2.6.2)). Now, it suffices to
consider directly the Priifer transformation (2.6.15) and take into account the form of

Eq. (2.6.26)), where sin, 6(t) = 0 implies ¢'(t) > 0 for all large ¢. Therefore, Eq. (2.6.29) is

oscillatory if and only if its Priifer angle # is unbounded from above. Part (i) is proved.

Considering (2.6.24)) and (2.6.27)), the case (i7) is analogous (Eq. (2.6.30) is non-

oscillatory if and only if the Priifer angle £ is bounded from above). m

Now, we are ready to formulate and to prove the main result of this section.

Theorem 2.6.3. Let [M(ry)]P"'M(s1) = q7P.
(i) If there exist R, S € R such that

1 t+a 1 t+a
— / ro(u)du > R, — / So(u)du > S (2.6.31)

(0% «
t t

for all sufficiently large t and that

_ p—1 R qr
[M(r)P'S + 7 M0 > =5 (2.6.32)
then Eq. (2.6.6)) is oscillatory.
(i1) If there exist R,S € R such that
1 t+a 1 t+a
— / ro(u)du < R, — / So(u)du < S (2.6.33)
a a

for all sufficiently large t and that

_ p—1 R gt~
[M(r)]P~LS + 7 M(r1)< 5 (2.6.34)

then Eq. (2.6.6]) is non-oscillatory.
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Proof. Let us consider the function ¢ given by (2.6.20)), where ¢ is an arbitrary solution
of Eq. (2.6.19) on R}. It holds

W(t) =

Q|+

[plt+a) = o) = 5 [ ¢l

t+o

S (s ﬁ) | cosy ()P

t

() Y lsne@P]
[10g(10gU)]2> p—1 }d

-1 U A GOR ﬁ) | cos, (u) " d

t

— @ (cos, ¢(u)) sin, p(u) + <sl(u) +

(2.6.35)

t+a

1 .
- / ulogu ¢ <COSP QD(“)) Siny, @(U) du

t

t+a

[ g (0 o) oy

t

for any t € RY. Let ¢ € R be arbitrarily given.
We have

t+o

L (mu) ; m) | cos, (w)]P du

t

t+a

it | (W) +ﬁ) du | cos, (1)

t
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T ) s
z / aﬂigt (r [logﬁé?uw) | cospp(u)l”du
L ?atligt (004 s ) oy ol
e
e 7aﬂjgt (1004 s ) s
-~ / at ot (@) + [mé"éi?w) cos Ui

t

1 1
— = 2.6.36
tlogt (t+ «) log(t+a)) “ ( )

for all ¢ € RF. Since
lim ¢(t + ) logt (
t—o0

we obtain (see (2.6.8)), (2.6.10]), and (2.6.16))

ta
é t/ {ulsgu - tligt] <7~1(u) " [bé&i?u)]?) | cosp ()} du
= é / Lljgt T lta) lc1>g(t+a)} (Tl(u) * [1og(iﬁz)l)]2) | cosp p(u)l” du
<2 712 ligt (rf %) du < t% Z/Mﬁ (rf + |r2(u)]) du < 3

t

for all large ¢t. Especially, we can assume that
ra(w) 2) | cos, o(u) P du

. / s~ mer] () oo
= tlogt [102(10g H*

(2.6.37)

ulogu B tlogt
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We recall that the half-linear trigonometric functions sin, and cos, are periodic and
continuously differentiable. In particular, these facts imply the existence of a positive
number L such that

|| sin, x| — |sin, y|| < L |z —yl, || cosp x| — |cos,y|| < Lz —vyl, (2.6.38)
and
|| sin, x|? — | sin, y|?| < L |z —y], || cosp x|P — |cos, y|P| < Lz —yl, (2.6.39)

for any x,y € R. Applying the second inequality in (2.6.39), we have (see (2.6.21)) in
Lemma and again (2.6.8) and (2.6.10))

t+a
L b e @) Ny e eos. o) ] du
L1 (e e )
<a / m(+m) o) — ()] du o
t+a

<£/ L (7"+—|- Ira(u)] ) ! du
T« / tlogt \'* [log(logt)]2 Vtlogt
€
< 2
tlogt [log(logt)]

for sufficiently large ¢.
Using
: 1 1
lim tlogt 5 — 5] =0
t=ro0 log(log?)]”  [log(log[t + a])]
and ([2.6.8)), we obtain the estimation

t+a

1 ro(u) . 1 7 ra(u) u
a t/ llog(log t)]? d o t/ [log(log u)]? ‘

1 1 1
“a t/ 2w <[10g(10gt)]2 - [log(log[t+a])]2) .

t+o
1 1

du <
tlogt / Ir2(u)] du < Vitlogt
t

<
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for every large ¢, which gives (consider also (2.6.16)))

t+a

s (<>+ﬁ) L cosy GO du

t

t+ao

1 1 ra(u) P du
_a / tlogt (Tl(u)—i—m) |COSp¢(t)| d

t

7o (u) ro(u)

<
log(logu)]*  [log(logt)]?

t+a
ot |
atlogt

t

| cos, (1) [P du

1 2 €
tlogt tlogt [log(logt)]

for all large t.

Thus (see (2.6.37)), (2.6.40), and (2.6.41])), we have

t+a

! / i (10 + ) s, P

t+o

! —rg(u) U | cos p
~atlogt t/ (Tl(u) * [log(logt)]z) du cos, y (1)
3¢

< 2
tlogt [log(logt)]

for all large t.

Analogously (cf. (2.6.8)) and (2.6.9))), one can show that

t+ao

1 ! —SQ(U) sin, p(u)? du
a(p—1) / ulogu (Sl(u) + [log(logu)]2> | sin,, p(u)|Pd

t

t+a

B 1 S1(u ﬂ u | sin p
a(p—l)tlogt / ( 1( )+ [log(logt)]z)d | pw(tﬂ

t

3e

< 2
tlogt [log(logt)]

for all large t.

(2.6.41)

(2.6.42)

(2.6.43)
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For large t, we have (see (2.6.16) and (2.6.30))

l 7aq’(cosp o(u)) sin, p(u) du — l t/mq)(COSp p(u)) siny, p(u) du

Q@ tlogt Q ulogu
t t

t+ao

1 / 1 1

Q@ tlogt wulogu
t

t+a

|®(cosy p(u)) sin, p(u)| du

(2.6.44)

1 1 1
< — — du
a ) tlogt (t+a)log(t+ «)

t

1 1 _ 2
~tlogt  (t+a)log(t+ ) ~ t2logt

and (see (2.6.16)), (2.6.21)) in Lemma [2.6.1} and (2.6.38)))

t+a

D (cos, (1)) sin, P(t) — é / P (cos, (u)) sin, p(u) du

t

t+a

< | D (cos, (1)) sin, P(t) — é / O (cos, 1(t)) sin, p(u) du

t+a t+a
+ é / O (cos, P(t)) sin, p(u) du — é / O (cos, p(u)) sin, p(u) du

i ! (2.6.45)
t+a t+o

é / |sin, ¢ (t) — sin, p(u)| du + é / |®(cos, ¥(t)) — D(cos, p(u))| du

IN

t+a t+a

<= / 9(6) — () du+ / [9(8) — ()11

1 min{p—1,1}
< N
=()

for some K € RT.
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Hence (see (2.6.44)) and (2.6.45))), it holds

t+ao

Togt O (cos, (t)) sin, Y (t) — é / ” lolgu ®(cos, p(u)) sin, p(u) du

t+a

< ey [Pleos, w0 sing v(e) — [ Bleos, o) siny plu) du

t+a

/ ®(cos, p(u)) sin, o(u) du (2.6.46)

t

1

+ atlogt

t+a

1 1
o / g u ®(cos, p(u)) sin, p(u) du

t

_ 1 ( 1 )Inin{p—l,l} . 20 _ e
~ tlogt \\/t t2logt ~ tlogt [log(logt)]?

for all large t.
Finally (see (2.6.35)), (2.6.42)), (2.6.43)), and (2.6.46])), we have

t+a

v -1 / ot | (10 + o ) fcos, it

o] s

—® (cos, 1(t)) sin, ¥ (t) + (sl(u) +

Te
= 2
tlogt [log(logt)]

for any sufficiently large t.
Part (7). Let ¥ € RT be such that (see (2.6.32))

Mps -0+ 1 ! Z(‘rﬁ > ‘-’1;. (2.6.48)

We consider € € R* such that

Te < U, Te(p—1) < 0. (2.6.49)
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For large t, we have (see (1.1.5)), (2.6.31), (2.6.47)), and (2.6.49)))

t+a

00> s [ (0 + 20 ) leos,viop

t

— @ (cos, (1)) sin, Y (t) + (sl(u) + %) X

y |sinp¢)(t)|p} du Te 2
p—1 tlogt [log(logt)]

= L N r(u —TQ(U) — e cos p
~ atlogt [/ ( 1)+ [log(logt)]Q) | cos, w(?)]
— @ (cos, (1)) sin, ¥(t)

so(u) — Te(p — 1)\ |sin, ¥(t)[°
i (Sl(u) " log(log t)]? ) p—1 du} (2.6.50)

1 Ly (u) du — 7e
KM(“)  losllon )P

) | cosp (t)[”

— @ (cos, (1)) sin, P(t)

L sy(u) du—Te(p— 1) |sin, (1)["
" (M(SM fog(log &) ) p-1 ]

> 1 KM(rl)vLR—_ﬂ)WOSp?ﬁ(tﬂp

tlogt [log(log t)]Q
— @ (cos, ¥(1)) sin, (1)
. S -9 |siny, ()|
" <M( U+ [log(logt)f) p—1 ] .

It suffices to use Lemma (1) (compare (2.6.25) with (2.6.48)) and Eq. (2.6.26) with
the form of (2.6.50) for X = R — ¢, Y =S — ¥). Since the Priifer angle ¢ is unbounded

from above (consider (2.6.21)) in Lemma [2.6.1)), Eq. (2.6.6) is oscillatory. Therefore, the

first part of the theorem is proved.
Part (7). We consider ¢ € RT such that (see (2.6.34)))

p—1R+09 ¢'P

[M(r)]PY(S + ) + 7 M(r1)< 5

(2.6.51)
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and € € RT satisfying (2.6.49). We can proceed analogously as in the first case.
For large t, we have (see ((1.1.5)), (2.6.33)), (2.6.47)), and (2.6.49))

v < | a (r+ o2hs ) Leos, w0

t

— @ (cos, (1)) sin, Y(t)
o so(u) |sin, ¥(t) " "
+( 1) + [log(logt)]Q) p—1 ]d
7e (2.6.52)

tlogt [log(logt)]

<2 KM(rl)JrR—W)WOSp?/J(mp

tlogt [log(log t)]Q
— & (cos, ¥(t)) siny, ()
. S+9 N\ [sin (1)
+ (M( 0+ [log(logt)]2> p—1 } '

Using Lemma and Lemma (i7) (cf. (2.6.27)), (2.6.28)) and (2.6.51)), (2.6.52)) for
V=R+9, W =S5+1), we know that the Priifer angle is bounded from above, which
implies the non-oscillation of Eq. (2.6.6). The proof is complete. O

§2.6.3 Corollaries and examples

In this paragraph, we illustrate the novelty of Theorem [2.6.3 on corollaries and examples
which are not covered by any previously known criteria. As a corollary of Theorem
2.6.3, we obtain the following new result which solves the oscillation behavior of the
non-perturbed equation in the critical case (cf. Theorem .

Corollary 2.6.1. Ifr : R — R" and s : R — R are continuous a-periodic functions such
that
[M ()™ M(s) =g,

then the equation

rz(t)tp*(l)(x')}/ + tfo(;)’t ®(z) =0 (2.6.53)

18 non-oscillatory.

Proof. Tt suffices to consider r(t) = r(t), ro(t) = 0, s1(t) = s(t), and s9(t) = 0 in
Eq (2.6.6) and to put R :=0 and S := 0 in Theorem [2.6.3] (7). O
Example 2.6.1. We can apply Corollary [2.6.1], e.g., to the equation

p !/
2 a q P+ psint — qcost

— | e d(x) =0 2.6.54

(1 n 25in2t) (@) + tlog? ¢ (z) (2:6:54)
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which is in the form of Eq. (2.6.53)), where

1 + 25sin?
M)y =0 (L2
2

M(s)=M (q_p + psint — qcost) =q P

Since [M (r)]""' M(s) = ¢?, BEq. (2.6.54) is in the critical case which means that it is
non-oscillatory.

Now, we formulate a direct consequence of Theorems [2.5.3] and [2.6.3] and Corol-
lary for linear equations.

Corollary 2.6.2. Consider the equations

te' 1" si(t)z
+ —5— =0, 2.6.55
[h(t)} tlog*t ( )

logog )t \' | 1 (s )
(Tl (t) [10g (log t)]z + 7’2(25)) + tlogzt ( 1(t) + [log (log t)]2) =0 (2.6.56)

with continuous a-periodic coefficients 11 : R — RT, sy : R — R and with continuous

coefficients ry, so : RT — R satisfying , , and .
(i) If 4M(r1)M(s1) > 1, then Eq. is oscillatory.
(i) If AM ()M (s1) < 1, then Eq. is non-oscillatory.
(1ii) If AM(r1)M(s1) = 1 and if there exist R, S € R satisfying

t+a t+a

1 1
o + o >1 and —/m(u)duZR, —/sg(u)duZS, t e RS,
oY oY
¢

then Eq. (2.6.56|) is oscillatory.
(i) If AM(r1)M(s1) = 1 and if there exist R, S € R satisfying

t+a t+a

1 1
1 < — < R
M (s1) " M (1) = and Q / ra(w)dus R o / awdi< 8 ek,

t t

then Eq. (2.6.50)) is non-oscillatory.
Example 2.6.2. Let a € R} and b,c,d € RT. From Corollary we know that the

equation

ta! " b+ cos(cx)
a + sin(cz) tlogt
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is oscillatory if and only if 4ab > 1. Note that the case 4ab = 1 is covered by Corollary
and the case 4ab # 1 by Theorem [2.5.3] In addition, applying Corollary we know
that the equation

( m,<cx>>/+ 1 (i+cos<cm>+d+sin<cx>cos<cx>>xzo

a + sin tlog®t \ 4a [log (log t)]?

is oscillatory for 4ad > 1 and non-oscillatory for 4ad < 1.

To formulate the next corollary, we need the definitions of almost periodicity 2.4.1 and
and the definition of asymptotic almost periodicity For more detail, we refer
to books [12] 29].

From Definition m, it is seen that and hold for all asymptotically
almost periodic functions ry, s5. At the same time, is valid for all large t if ry is
asymptotically almost periodic. Therefore, we can use Theorem for any equation
of the form with a-periodic coefficients 71, s; and asymptotically almost periodic
coefficients 79, so. To be as clear as possible, we use in Corollary and Example 2.6.3]
below the fact, that any asymptotically almost periodic function has its mean value in
the sense of the following definition. Note that Theorem can be applied also for
equations with coefficients which have mean values (see Definition and which are
not asymptotically almost periodic.

Corollary 2.6.3. Let Ry : R — R, S; : R — R be continuous a-periodic functions such
that
[M (R)]"™" M(S) = g7
and let Ry, Sy : RT U {0} = R be asymptotically almost periodic functions.
(i) If
p—1 MRy ¢

MR M) + =57 30y > 20

then the equation

Ba(t) N ign|
[(Rl(t)Jr[log(logt)]Q) P ( )]

1 - (2.6.57)
2(t -
" tlog’t (Sl(t) " Tog(los t)]2) o) =0

15 oscillatory.
(ii) If
_ —1 M(Ry) ¢
M p 1M p

then Eq. (2.6.57)) is non-oscillatory.
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Proof. The corollary follows from Theorem [2.6.3] as well. It suffices to replace o by na
for a sufficiently large number n € N and to use the definition of the mean value given in

(2.1.6) and the existence of § € R™ with the property that

pig P10 p1 p—1M(Ry) ¢ *
[M(R))P 6 + o M) < [M(Ry)P~1M(Sy) +  ME) 3
if
p—1 p—1 M(Ry) g
[M(Ry))P~"M(S2) + @ M(R) + 5

]

Example 2.6.3. Let a,b,c € R and u,v € R\ {0} determine the coefficients of the
equation

<3 + ®(sint) L + sin(bt) + sin(QCt) ) _th_lq)(x’)] /

3 log(log[t + 1
[log(log[t + 1})] 2 (2.6.58)
N 1 2sin ¢ N sin(ut) cos(ut) + v + 72 () = 0
tloght qr log(logt)
which has the form of Eq. (2.6.57) for
3+ O(sint) 2sin? t
R(t) = ———= Si(t) =
N U

Ry(t) = [a + sin(bt) + sin(ct)] [%1 , Sa(t) = [Sin(ut) cos(ut) +v + %21 .

One can verify that Ry, .S, are asymptotically almost periodic functions and that

Sv? +1
M(R) =1, M(S)=q"  MR)=a,  M(S,)=—" -

Especially, [M(R;)[P"*M(S;) = ¢ ?. Hence, we can apply Corollary which gives the
oscillation of Eq. (2.6.58) for
82 +1 a(p—1 1=p
Lop=1 g

>
8 qP 2

and its non-oscillation for 80?1 1 . -
v+ alp — -
Lap=1) ¢
8 qP 2
In the final corollary and example, we consider Eq. (2.6.6) with constant coefficients
r1, 81 and periodic coefficients ry, so, which do not need to have any common period. We

point out that we get a new result even in the case when the periods of 75, s5 are same.
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Corollary 2.6.4. Let a,b € R" satisfy a?~'b = ¢P. Let R,S : R — R be periodic
continuous functions.

(1) If

then the equation

R (G N T |
[( '+'Uog<logtﬂ2> o )] (2.6.59)

1 s() _
" tlogt <b+_ﬂog(k%tﬂ2) 2(@) =0

15 oscillatory.

(ii) If
M (s) + Py < 7
agqP 27
then Eq. (2.6.59) is non-oscillatory.
Proof. The corollary is a special case of Corollary O

Example 2.6.4. We illustrate Corollary by the equation

c+dsint \ 4 -1 (o /
[(1%_Uogﬂogtﬂ2> i )]

(2.6.60)
1 (q_p+C+DCOS (ﬂt)) (x) =0,

+
tlog’t log(log )]

where ¢,d,C, D € R are arbitrary constants. For a := 1, b := ¢7?, R(t) := ¢+ dsint,
and S(t) := C + Dcos (V2t), we have a?~'b = ¢7? and M(R) = ¢, M(S) = C. Hence,
Eq. (2.6.60)) is oscillatory for

p—1 _ ¢

. q
i p _ 1z
- c > 7 ie., Cq®* + (p 1)c>2,

C+

and non-oscillatory for

-1 1—p
P= o< q—, ie., qu+(p—1)c<%.

C
—i—qp 5




Chapter

Difference equations

3.1 Half-linear difference equations with coefficients
having mean values

This chapter is devoted to oscillatory properties of the half-linear difference equations

where 7 is positive for all considered k. Throughout the whole chapter, we consider
integers k > a for a sufficiently large number a € N. For reader’s convenience, we use
the notation N, := {n € N : n > a} for a € N. Our aim is to find explicit oscillation
constants for all equations from a large class of equations with

S
{Ck}keNa = {(kl—f)@} )
kEN,

i.e.; in the form
VSk

(k+1)®

where v € R and k® stands for the generalized power function (also called the falling
factorial power) given by

Afrp®(Azy)] + D(2p41) = 0, (3.1.2)

T(k+1)

g — T
I'k+1-p)

, D(x) = /e_s s tds, z > 0.
0

For details about &), see, e.g., [51, Chapter 2]. The basic terminology is analogous to
the one from the continuous case. Eq. is said to be conditionally oscillatory if
there exists a (positive) constant I' such that Eq. is oscillatory for v > I' and
non-oscillatory for v < I'. The constant I" (which is dependent on coefficients) is called
the critical oscillation constant of Eq. (3.1.2).

Concerning the conditional oscillation of the studied difference equations, the first
result comes from [62], where the equation

AQ 2 _
Tt Gy e =0

111
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was proved to be conditionally oscillatory with the oscillation constant I' = 1/4. Equa-
tions with non-constant coefficients were analyzed in [58]. In [36], the conditional oscilla-
tion of the linear equation

VSk

A(T’kA.Tk) + m

with almost periodic coefficients was obtained. In [37], this result was generalized for half-
linear equations of the form with positive asymptotically almost periodic sequences
{re}, {sk}. From other results from the oscillation theory of difference equations, we
mention at least papers [0, 13, 50, 63, 80].

Since the main result of [37] is one of the basic motivations for the research presented
here, we reformulate it as follows. We remark that the symbol M (-) stands for the mean
values of indicated sequences clarified in the below given Definition [3.1.2| and that the
definition of asymptotic almost periodicity is mentioned in Definition below.

Theorem 3.1.1. Let v € R be given and let {r}ren, and {si}ren, be arbitrary positive
asymptotically almost periodic sequences such that

inf {ry; k € N,} >0, limsups; > 0.

k—o0

p—1\" e o -1
.= — M\ <r, (M ({sx})] .
If v > T, then Eq. (3.1.2)) is oscillatory. If v < T, then Eq. (3.1.2)) is non-oscillatory.

Our second basic motivation comes from the continuous case which is described in
chapters [ and 2] The most relevant result for the research contained in this chapter is
Theorem 2.1.3 which can be reformulated as follows.

Let

Theorem 3.1.2. Let r : R, — R be a continuous function, for which mean value

M <rﬁ> exists and for which it holds

0 < inf r(t) < t) <
&= gp it <eo

and let s : R, — R be a continuous function having mean value M(s). Let

e (5 )= (5 [ [ o

a

1-p

Consider the equation

(1)@ ()] + % O(z) = 0. (3.1.4)

Eq. (3.1.4) is oscillatory if M(s) > T', and non-oscillatory if M(s) < T.
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In this chapter, we intend to generalize Theorem [3.1.1] into the case when the coeffi-
cients have mean values and the second coefficient can change sign. It means that our aim
is to prove the discrete counterpart of Theorem [3.1.2l For this purpose, we improve the
method from [37]. Since we study equations with coefficients from more general classes,
we have to prove some new auxiliary results and inequalities (especially, we need Lem-
mata [3.1.1] and [3.1.2] below). Note that we partially apply the processes used in [37] (see
the proof of Theorem below, where it is explicitly mentioned).

The chapter is organized as follows. In the next paragraph, we state the necessary
background and we recall the discrete Riccati technique, which is essential for our inves-
tigation. In[§3.1.2] the reader can find preparatory lemmata, results, and corollaries. In
9 3.1.3, we collect illustrative examples.

§3.1.1 Preliminaries

In this paragraph, we mention the needed background concerning the oscillation theory
of half-linear difference equations. For more details, we refer to [I, Chapter 3] and [21]
Chapter 8] with references cited therein. In addition, we recall the concept of mean values
which is necessary to find general oscillation constants. We also state the concept of the
(adapted) discrete half-linear Riccati equation which is the main tool in our investigation.

At first, we recall the basic notions from the oscillation theory of the half-linear equa-
tion

where 1, > 0 for all considered k € N,. An interval (I, + 1], [ € N,, contains the
generalized zero of a solution {z}} of Eq. if z; # 0 and x;z;.1 < 0. We say that
Eq. is disconjugate on a set {l,1+1,...,l+n} if any solution of Eq. has at
most one generalized zero on ([,1 +n + 1] and a solution {Z;} given by the initial value
Z; = 0 has no generalized zero on (I, + n + 1]. Otherwise, Eq. is called conjugate
on {l,l+1,...,l+n}. Now, we can formulate the following definition.

Definition 3.1.1. Eq. (3.1.5) is called non-oscillatory if there exists [ € N with the
property that Eq. (3.1.5) is disconjugate on {l,l 4+ 1,...,l + n} for all n € N. In the
opposite case, Eq. (3.1.5)) is called oscillatory.

The Sturm type separation theorem (see, e.g., [I, Theorem 3.3.6]) enables us to give
Definition , because the oscillation of an arbitrary non-zero solution of Eq.
implies the oscillation of all solutions of Eq. . We will also use a consequence of
the Sturm type comparison theorem. We mention only the form that is prepared for our
purpose.

Theorem 3.1.3. Let {yr}ren,, { Y reng, {2k breny { Zk bren, be sequences satisfying the
mequalities yp > Y, > 0, Z > zi for all sufficiently large k. Let us consider the equations
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If Eq. (3.1.7) is non-oscillatory, then Eq. (3.1.6]) is non-oscillatory as well.
Proof. The theorem follows, e.g., from [1, Theorem 3.3.5]. H

To obtain explicit oscillation constants, we need the definition of the mean value of
a sequence.

Definition 3.1.2. Let a sequence { fi }ren, C R be given and let the limit

n+i—1

M) = Tm = g (3.1.8)
k=i

be finite and exist uniformly with respect to ¢ € N,. The number M ({f}) introduced
in (3.1.8) is called the mean value of { fi}.

An important class of sequences having mean values is formed by asymptotically
almost periodic sequences (see also [37]). Hence, we formulate the next definitions.

Definition 3.1.3. A sequence {fi}rez C R is called almost periodic if, for any ¢ > 0,
there exists P(e) € N such that any set of the form {4,i+1,...,i+ P(¢)—1} C Z contains
an integer [ for which |fy — frui| < e, k € Z.

Definition 3.1.4. We say that a sequence { fx }ren, C R is asymptotically almost periodic
if there exists a pair of sequences { f{ }rez, { /£ }xen, C R such that {f}} is almost periodic,

{fl?} satisfies limy_,qo f/? =0, and {fk}keNa = {f/i + fl?}keNa~

Finally, we describe the half-linear Riccati equation and its adapted version. Using

the Riccati substitution
w =1, P | —
Tk

to Eq. (3.1.5)), we obtain the associated Riccati equation

Tk

Awp +cp +w [ 1 — =0, 3.1.9
rect o (1= g ) 1)
where ®~! denotes the inverse function of ®, i.e., ®~!(z) = |z|9"*sgnz. Under the
condition wy, + 7, > 0, we can express (see [I, Lemma 3.2.6, (Is)])
y <1 B Tk ) _ (= Djwl 15"
’ O[O (i) + M (wi)] ) PIOTH(re) + P (wp)]

where 3, is between ®~(ry) and @~ 1(ry) + @~ (wy), i.e., for wy + 7 > 0, we have the
Riccati equation ({3.1.9) associated to Eq. (3.1.5) in the form

(p = 1) lwel” |8l
@[@*1(7“;@) + (I)*l(wk)]

The following theorem is typically known as the discrete Riccati method. It shows
the way in which the non-oscillation of Eq. (3.1.5) is connected to the solvability of

Eq. (3.1.10).

Awk —|— C +

— 0. (3.1.10)
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Theorem 3.1.4. Eq. (3.1.5) is non-oscillatory if and only if there exist an integer b and
a sequence of wy which solves Eq. (3.1.10) and satisfies wy + r, > 0 for k € Ny,

Proof. The theorem is a consequence of the well-known discrete Reid roundabout theorem
(see, e.g., [I, Theorem 3.3.4] or directly [21, Theorem 8.2.5]). O

Taking into account the second substitution
Ce = —kP Dy, (3.1.11)

together with the Riccati equation (3.1.10f), we obtain the adapted Riccati equation as-

sociated to Eq. (3.1.5)) as

1
AG=-———|(p-1 k+1)®
Gk K pio (p— 1)+ (k+1)Pey
, (3.1.12)
(E+1)(p—1) [Bel” " G|
R0 [0+ 8 (i)
where 3y is between ®~!(r;.) and ®~1(r)) + ®~! (—%)
In fact, we will consider Eq. (3.1.5)) in the form

Sk .

where sequence {7y }ren, has mean value M ({r, 9}) =1 and
0<r :=inf rp<sup rp=:7r" < o0 (3.1.14)

kENa k‘ENa

and where sequence {sy}ren, has a positive mean value, i.e., M({sy}) > 0. Therefore, we
will deal with the Riccati equation associated to Eq. (3.1.13]) in the form (see Eq. (3.1.10))

1 q p—2
se o _p=DjwelIBT (3.1.15)

AU TET® T B0 (1) + & ap)]

and with the adapted Riccati equation (see Eq. (3.1.12))

(k+1)(p— 1) |Bel" |G|
[K®-D]" D [dL (ry) + 1 (— )]

T k-D

A = k,_; (p = )Gk + sk + (3.1.16)

p+2

More precisely, we will study Eq. (3.1.13)) using Eq. (3.1.16)).
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§3.1.2 Results

To prove the main results, we need the following lemmata.

Lemma 3.1.1. Let a sequence {fi}ren, C R have mean value M({fy}). There exists
a positive number K ({fx}) for which |fi| < K({fx}), k € N,.

Proof. The existence of M ({fx}) gives m € N such that

i+m-+l—1
1, ieN,, leNU{o}. 3.1.17
M(LF mﬂzﬁm jEN,IENU{DL  (3.117)
From (3.1.17)) it follows

i+m i+m—1

Z fk__ Z fu| <2, €N,

k i+1

1+m+1 +m

<2, 1€N,.

m_|_1ka_ ka;

Especially,
| fi = fntil <2m, €N,

| fi = fovinn | <2(m+1), i€eN,.

Thus, we have
|fm+i_fm+i+1’ <4m+2, iENa.

Finally, it holds
| fi = firn | < L{fi}) == max{dm + 2, |fo — faral, o [ frra—1 — frral}, i€ Na
On contrary, let us suppose that limsup,_, . | fi| = co. If
fiz M({fi}) + 1+ (m = 1)L{fe})
for some i € N,, then
fir; > M{fih)+1, j€{0,1,...,m—1}. (3.1.18)
Analogously, if
fis M{fi}) =1 = (m—=1)L{/i})
for some i € N,, then
firi <M{fe})—1, je{0,1,...,m—1}. (3.1.19)

Of course, each one of inequalities (3.1.18)), (3.1.19)) gives a contradiction with (3.1.17))
for [ = 0. It means that it suffices to put

K({/fe}) = IME D) + 1+ (m = 1)L fr})
for m from (3.1.17)). m
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Henceforth, let m € N be such that

i+m-+l—1
SM({sk}) 1 i 5 > M >0, ieN, leNU{0}. (3.1.20)
k=1

2 m—+1

We also put (cf. (3.1.14))

sT = sup |sx] < o0, (3.1.21)
keN,

where we use Lemma [B.1.11

Lemma 3.1.2. If Eq. (3.1.13)) is non-oscillatory, then there exist L € N and a negative
solution {Cxtren, of Eq. (3.1.16) such that

lim Sk
k—oo k(1)
Proof. Considering Theorem , the non-oscillation of Eq. implies that there
exist L € N and a solution {wy }ren, of Eq. such that wy + r, > 0 for k > L.
Considering , it gives the solution {(i}ren, = {—wpk®V}ien, of Eq. .
We show that this solution {(;} is negative and satisfies (3.1.22)).
In fact, we show that the sequences {wk}, {wWmks1}, -y {Wmkim—1} are decreasing
for sufficiently large k& and tend to zero. Let j € {0,1,...,m — 1} be arbitrarily given.

From Eq. (3.1.15)), we have

— 0. (3.1.22)

(k+1)ym+j—1 S (k+1)ym+j—1 (p B 1) |w'|q |B‘|p_2
W(k+1)ym+j — Wmk+j = — Z m — Z B[ (1) + & (wy)] (3.1.23)
i=mk+j i=mk+j

for all considered k. Since {si} is bounded (consider Lemma [3.1.1)) and

. (+m)®
lim —— =1,

using (13.1.20]), we obtain

(k+1)m+5—1

S
| Zk+‘ TP < 0 (3.1.24)
1=mk-+j

for all large k. Considering wy + r, > 0 for k > L, it is seen that

[P () + 2 N(wy)] >0, k> L. (3.1.25)

From ((3.1.23), (3.1.24)), (3.1.25)), we get that w(x+1)mt; < Wi, for all large k. Thus,
there exist limits (as real numbers or —oo)

Lo = lim wpk, Ly = lim wppa1, oy L1 = im Wpppm—1-
k—o0 k—o00 k—o0
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Our aim is to prove that L; = 0 for each j € {0,1,...,m — 1}. On contrary, let us
consider that L; # 0 for some j. Denote W := maxjen, wy.
Let L; > ¢ > 0. We know that

OEW)+ D) > Brmes = @ (Thmay) > @7 rT) >0 (3.1.26)
and that
[P (rpmay) + D Hwinny)] < @ [@7F (rF) + @71 (W) (3.1.27)
for all k. Hence (see (3.1.2G)), there exists B; > 0 with the property that
Bkss|”> > B;, k> L. (3.1.28)

In addition, for large k, we have (see (3.1.23)), (3.1.24)), (3.1.25)), (3.1.27)), and (3.1.28)))

(k+1)m+j—1 _
w —w o Z (p— 1) wil" |5 ’
(m+1)k+j mk-+j e D [D1 (r;) + D (wy)]
- e A - (p — 1)e'B;
O[O (rmprs) + P (Wmkry)] [P (rH) + (W]
But, we obtain the contradiction L; = —oo, because the last term is a negative constant.

Let L; < —e <0, i.e., Wiy, < —¢ for large k. In this case, for large £, we have

(k+1)m+j—1 -2
< i
i=mk+j ! !
~ = Dfwmyl” Bk~
D [D! (ryngers) + P~ H(winkrs)]
< - (p— 1) el [®7" (rmkss) + " (wks )]

O[O (rmkyy) + D7 H(Winky)]

=D _ e
ST (i) + O wgiy) @0 (r7)

if p > 2; and

(0 = 1) Wt |* [ Brukeis |
¢ [(I)il (kaJrj) + (I)il(wmkﬂ')]
D ) (- D

O[O (i) o=t (r)
if p € (1,2). Again, for any p > 1, we get L; = —oo which cannot be true, because
wg + 1 > 0 for all k£ and {r.} is bounded.

Altogether, we know that {wy} is positive and

Wim41)k+j — Wmk4j < —

lim wy, = 0. (3.1.29)

k—o0

Thus, {{x} is negative and ({3.1.22)) follows from ({3.1.29). ]
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We remark that, in the case when the sequence of s; is positive, the statement
of Lemma follows from [64, Lemma 1, (v) and Theorem 1] combined with [,
Lemma 3.5.9] or with |21, Lemma 8.2.2].

Lemma 3.1.3. If there ezists a negative solution {(y}ken, of Fq. (3.1.16)), then Eq. (3.1.13))

18 non-oscillatory.

Proof. A negative solution {C}ren, of Eq. (3.1.16) gives {wy}ren, = {—C/kPV}ien,
which is a positive solution of Eq. (3.1.15)). Thus, the lemma follows from Theorem [3.1.4]
]

Applying the above lemmata, we can obtain the announced result. For readers’ con-
venience, we recall the assumptions on coefficients.

Theorem 3.1.5. Let sequence {7y }ren, have mean value M({r, }) = 1 and satisfy

(3.1.14) and let sequence {si}ren, have mean value M({sy}) > 0. Then, Eq. (3.1.13) is
oscillatory for M({si}) > q~? and non-oscillatory for M ({s;}) < ¢ *.

Proof. At first, let us approach the oscillatory part of the theorem. By contradiction, we
suppose that M ({sx}) > ¢ P and that Eq. (3.1.13)) is non-oscillatory. Using Lemma3.1.2]
we obtain the existence of a negative solution {(; }ren, of Eq. (3.1.16)), i.e., it holds

AG=———1(p—1
Cr k—p+2 (p — DG + si
, (3.1.30)
(k+1)(p = DA Gl ] Lol
—1 ) = 4
(=D @ [0 (1) + O (=5t ]
where
0<d () < B <P (rp) + 071 (_ k(g’il)) , k>1L. (3.1.31)
From Lemma [3.1.2] (see (3.1.14])), (3.1.22)), and (3.1.31])), we also obtain
o Br . B L O (r) + O (— )
< < < = 1. 1.
Lsliminf o505 < limsup o7 79 < lim 1 (ry) L (31.32)
From (3.1.32)) it follows
p—2 g—1 q-11P=2 g-1 2—q,.q—1
lim E T PN 0 N ST i S (3.1.33)
k—oo P [(I)*lo“k) + -1 (—%)} k—o00 Tk k—oo TL
It is well-known that
E+1 k k
lim — o — lim —— — fim — (3.1.34)

koo [k-D]71 koo k-1 e [kp—1]77"
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Thus (see (3.1.14)), (3.1.33), and (3.1.34))), we can assume that L > p — 2 is so large that

-2
1 1 P

Vo) (Ve B[ + 0 (— )]

i i (3.1.35)
() () e
TL T
and that -
L Y e (3.1.36)
V2 (k-1 ’
Combining (3.1.35)) and (3.1.36[), we obtain
poDIGP G De-DEYGr _2e-bGl
et T RV [0 () + 0 (— )] T )T
for all £ > L.
Considering (3.1.30]) and (3.1.37), we have (see also (3.1.21))
1 (P — 1G]
- - _ et M TJIGRL
862 s |- DG - 57+ | k2 (3.1.38)
e 1 271 (p — 1)l
+ p— k
ACk < m |:8 + [r*]q_l s k > L. (3139)
If
st ]
G < X, = ot [2+p_1] 1 (3.1.40)

for some i > L, then

SIS <INy W <
Gi b1 + 27! > |Gl ( I+ [27*] p— 1) (3.1.41)
> |Cz| (-1 —|—2) > —X; > 0.

Thus, in this case, it holds (;11 > (;. Indeed, (3.1.38)) and (3.1.41f) give

p st |G| p—
AG>—— |G > X;| >0 3.1.42
C_i—p+2{< —1+[27~+]""‘1 i—p+ 2| ! ( )

if (3.1.40) is valid. Let us consider the smallest integer [, > L such that (;, > X;. Note
that such a number [y has to exist because its existence follows from ((3.1.42)) and from

o0

I eI ELSE DY
=L

j=L—p+2

S|
I
3



3.1. COEFFICIENTS WITH MEAN VALUES 121

Using ((3.1.38]), we have

Cot1 = Xo = X; + [(p -1)X; - 3+] .

lo—p+2

Analogously, one can get that ;41 > Xy if (; > X, for some j > [y. Hence, there exists
N > 0 satisfying
(x € (—N,0), k> L. (3.1.43)

In fact, it suffices to put
N = min{(z, Cr41, - - -5 Go» X2}

Trivially, from (3.1.38) and (3.1.39)) (or directly from (3.1.30))), it is seen that

1 2071 (p — 1) N1
AGl < —— —1)N +s™ k> L. 3.1.44
| Ck| — k _p + 2 (p ) + S + [’]“_]q_l ) - ( )
Therefore, there exists P > 0 for which
P
|AG| < s k> L. (3.1.45)
Especially, (3.1.45)) gives @ > 0 such that
Q ..
|Ck+i_Ck+j| < 1,] € {07'--am_1}7 k> L. (3146)

k,’ )
Indeed (consider (3.1.44])), inequalities (3.1.45)) and (3.1.46)) are valid for

k 20-1(p — 1)N‘1]
P = ——— [(p— 1N +s" +
e, k—p+ 2 {@ Nt 1
L 21-1(p — 1) N4
= 1, — —1)N +s*
max{ ’L—p+2}{(p )N + 57 + e ]

and Q == (m —1) P.
In addition (see Definition |3.1.2)), we can assume that m € N from (3.1.20)) is so large
that

| il ] imel 1-p
— >q P —— 1-q , ieN,, j,leNU{0}. (3.1.47
25 s (G ) resenvo o

To obtain the oscillatory part of the theorem, one can proceed as in the proof of [37,
Theorem 4.1], where only (3.1.20)), (3.1.33)), (3.1.34), (3.1.43)), (3.1.46)), and are
used to get a contradiction with the existence of the negative solution {(}ren, (in fact,
these inequalities are used only in special forms therein).
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In the non-oscillatory part of the proof, we consider that m € N satisfies

T aar et | imlel 1-p
— <q?| — =4 , ieN,, j,leNU{0}. (3.1.48
P s e (G B ) remenuo

k=i

Let {Cx}ren, be the solution of the Cauchy problem given by Eq. (3.1.16|) and

. Ltm—1 1-p
_ 1—¢
L=-|— E T ;
m 4
i=L

where L € N is sufficiently large. As in the first part of the proof, we can obtain (3.1.38)
and (3.1.39) if (i is negative. Thus, we can assume that L is so large that

2C, < (r+i <0, 1€{l,...,m}. (3.1.49)

In addition (compare (3.1.49) with (3.1.43)), as in the first part, one can estimate

5
|ACL+i| < E, 1€ {0, 1,...,m— 1}, (3150)

|CL+i_CL+j| < %7 i, ] € {0717~"7m}7 (3151)

for some ﬁ, @ > 0. Now, the process from the proof of [37, Theorem 4.1] gives that (j
is negative for all k¥ > L, because only (3.1.20)), (3.1.33)), (3.1.34), (3.1.48]), (3.1.50)), and
(3.1.51)) are used therein. Hence, to complete the proof, it suffices to apply Lemma |3.1.3]
O

We slightly improve Theorem into the following form (more common in the litera-
ture). In particular, we remove the requirement on sequence {s;} that it has a positive
mean value.

Theorem 3.1.6. Let us consider the equation

Sk

A [fk@(Al’k)] + m

®(zp41) =0, (3.1.52)

where the coefficients {7k }ren, , {Sk }ren, be such that the mean values of sequences {F,?q},
{5} exist and {7y} is bounded and positive. Let us denote

Di=g?[M {7 D] . (3.1.53)

Eq. (3.1.52)) is oscillatory if M({Sx}) > I'. Eq. (3.1.52)) is non-oscillatory if M ({5;}) <T.
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Proof. Considering Lemma [3.1.1| for {r,ﬁ } and the boundedness of {74}, we know that

0< inf 7,79 < sup 7, ¢ <oo, ie, oo>sup i > inf 7 > 0. (3.1.54)
keNg k€N, keN, keNg

We use Theorem . Therefore, we assume that M ({3;}) > 0.
We divide Eq. (3.1.52] m ) by the constant value [M ({7‘,1C q})}l >0 (see (3.1.54)). We

obtain the equation

A [ f’“qig_mk) 1_p] 5’“@(““1) ~ 0 (3.1.55)
(M ({7 })] (k+ 1) [M ({7 })]
which has the form of Eq. with the coeflicients
Tk = ~Tf 1-p~ Sk = fo 1-p-°
(M ({7})] (M ({7})]
Especially, we have
e ()
k pr ({1
= M ({F D] M (R =
where the identity
(I-p)(l—-gq) =1 (3.1.56)

is used.
According to Theorem [3.1.5 Eq. (3.1.55) is oscillatory if

R e }>=W«ﬁ%W*Mmm>qa

and non-oscillatory if

M({si}) = [M ({7 D] M({8) <

This fact implies the statement of Theorem for any positive mean value of {5;}.
Now, let M ({3;}) < 0. Then, there exists a positive constant C' such that

0< M({8})+C=M{s+C}) <T.
We consider the non-oscillatory equation
S+ C
(k+1)®

which is a majorant equation of Eq. (3.1.52)). Thus, the proof can be completed by the
application of Theorem (3.1.3 O
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Since the presented results are new also for linear difference equations (the case when
p = q = 2), we mention the following direct corollary of Theorem m

Corollary 3.1.1. Let us consider the equation

SkTk+1
A [TkA.Ik] + (]{3 n 1)]{? =0, (3157)

where the sequences {1y, Yren, and {si}ren, have the properties that M ({r;;*}) and M ({s;})
exist and {ry} is bounded and positive. Then, Eq. (3.1.57)) is oscillatory for

M ({r"}) M({se}) >

and non-oscillatory for

M ({ry"}) M({sr}) <— (3.1.58)

Based on results of [75] (see also [77, [76]), the conjecture is given in paper [37] that
the border case M ({rk "}) M ({s}) = 1/4 from Corollary is not solvable for gene-
ral coefficients, i.e., in the border case, there exist oscillatory equations in the form of
Eq. and, at the same time, there exist non-oscillatory equations in this form.
(The situation is similar to the behavior of the continuous equations.)

In addition, using the Sturm type comparison theorem, we get the next new result
concerning non-oscillatory half-linear difference equations when the coefficient in the dif-
ference term does not need to be bounded.

Theorem 3.1.7. Let us consider Ejq. and T introduced in (3.1.53)). Let the
coefficients {7 ren,, {5k} ren, be such that the mean values of sequences {rk q} {8k}
exist and {ry} is positive. Then, Eq. ( is non-oscillatory if M ({5;}) <T.

Proof. The inequality M ({5x}) < T' can be trivially rewritten into the form
M({&}) < q 7 [M ({7 )] -
for some 0 > 0. In particular, there exists 1 > 0 for which
M{5}) < ¢ [M{F57) +9] 7. (3.1.59)
From Definition and , it is seen that the sequence {Rk}keNa given by
Rp= (774 9) ", keN,

satisfies

M ({R) = M ({r e+ 0}) = M ({7 )) + 9 >0 (3.1.60)
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In addition, sequence { Ry} is bounded. Thus, we can apply Theorem which guaran-
tees that the equation

Sk

A [quD(Aazk)] + m

O(z41) = 0 (3.1.61)

is non-oscillatory (see (3.1.59) and (3.1.60)). Of course, Eq. (3.1.61)) is a majorant of
Eq. (3.1.52) because Ry < 7y for all considered k (see again (3.1.56))). Finally, it suffices

to use Theorem B.1.3 O

Again, from the theorem above, we obtain a new result in the linear case. The linear
version of Theorem B.1.7 reads as follows.

Corollary 3.1.2. Let us consider Eq. (3.1.57) with the coefficients {ry}ren, and {si}ren,
such that M({r;;'}) and M ({sx}) exist and {ry} is positive. Then, Eq. (3.1.57) is non-

oscillatory if (3.1.58) is valid.

§3.1.3 Examples

In this paragraph, we give some simple examples of oscillatory and non-oscillatory equa-
tions whose oscillatory properties do not follow from any previously known oscillation or
non-oscillation criteria. To illustrate Theorems [3.1.5] [3.1.6] [3.1.7] and Corollaries [3.1.1],

3.1.2, we mention Examples |3.1.1], [3.1.2] |3.1.4] and Examples|3.1.3], [3.1.5] respectively.

Example 3.1.1. Let a,b > 0 be arbitrary. The equation

alsink| 4+ bcosk

AP (Axy)] + G 1)@ O(zp41) =0 (3.1.62)
has evidently the form of Eq. (3.1.13)). Since
2a

M ({a|sink|+ bcosk}) = aM ({|sink|}) + bM ({cosk}) = —

Eq. (3.1.62)) is oscillatory for 2a > ¢ P and non-oscillatory for 2a < ¢ Pr.

Example 3.1.2. Let A\, u € R be arbitrarily given, where || > |y|. Let us consider the
equation

3k + )| s A+ (=1
A ||sin Bkt Dm O (Azy)| + % O(zp41) =0 (3.1.63)
which has the form of Eq. (3.1.52)) for
| Bk 0 B po1 (k+1)®
T = [sin ———| , & = [)\—l—(—l) ,u] o
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Since
- _ Bk+ D 1|, Bk+1)r
M({'r’,l€ q}) =M <{ smT = 6; sin 5
_1,7r+'27r+_47r_2,7r+,27r
=3 sm9 sm9 s1n9 =3 sm9 sm9
and

M({5:}) = M ({A + (- ku})==z%
considering Theorem [3.1.6, we know that Eq. (3.1.63)) is oscillatory for

2 2\ 17"
A>T :=q"? {g (sing —|—sin§>}

and non-oscillatory for A < T'.
Example 3.1.3. Let K, Ly, K3, Ly > 0. We define the sequence {ry}ren by the formula

— Ky + Ly, ke{2";neN}
" R, ke N~ {2"; neN}

and the sequence {s}ren by
o Ko+ (—=1)"Ly, k€ {3"; n e N};
b K, ke N~ {3" ne N}

If we consider these functions as the coefficients in Eq. (3.1.57)), then this equation is

oscillatory for
1
M () Mfs) = 225 L

and non-oscillatory for Ky > 4K,. Indeed, we can apply Corollary [3.1.1]

Example 3.1.4. Let v > 0. We use Theorem for the following equation

1 ‘ Axy, Tk41
1+ cosk - sin (\/§k) V| Az fy\/_ V| Tk

where p = 3/2 (i.e., ¢ = 3) and

— 0, (3.1.64)

1 _ (k+1)®P
= s S =
1+ cosk - sin (\/§k) g Wk
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for all large £ € N. One can easily verify that

)
=1+M <{(3052]g.sin2 (\/§k>}> _5

M({5)) = - tim B

Thus, Eq. (3.1.64) is non-oscillatory if 2y > 3/15.

and that

Example 3.1.5. For any ¢ < 1/4, the linear equation

Axy, c
A =0 3.1.65
{1+cosk2} +(k+1)kxk+l ( )

satisfies all assumptions of Corollary It is seen that

1
M ({ri'}) M({si}) = M ({1 + cosk?}) M({e}) = e < .
which means that Eq. is non-oscillatory.

Now, we briefly explain why the oscillatory problems in the above examples are not
covered by any previously known results (see also Theorem . In both of Exam-
ples B.1.1 and [3.1.2] the second coefficient changes its sign. In Example [3.1.3] the coef-
ficients are not asymptotically almost periodic. In Example [3.1.4] the coefficient in the
difference term is not bounded. In the last example, the first coefficient is not asymptoti-
cally almost periodic and, at the same time, it is not bounded.

As a final remark, we focus our attention on the denominators of the potentials con-
sidered in Examples [3.1.2{ and [3.1.4] where (k + 1)® and (k + 1)®/?) is replaced by k®
and V&3, respectively. In fact, all presented results remain true if we replace the coeffi-
cients {si} or {8x} by {fx - sk} or {fx - 5x} for any sequence of real numbers f, satisfying
limy o fr = 1. Indeed, the existence of M ({hy}) implies that M ({hy - gr}) = M ({ht})
whenever limy_ .o gr = 1 (consider Definition n 2| and Lemma . Note that we
consider the denominator (k + 1)® due to the form of previously known results.




Chapter

Dynamic equations on time scales

4.1 Half-linear Euler-type dynamic equations
on time scales

In this chapter, we analyze oscillatory properties of the second-order half-linear Euler-type
dynamic equation

PO +e®Py7) =0, Oy) =[yl " seny, p>1,  (411)
on time scale T with 0
VS
o(t) = Do) (4.1.2)
where ¢ is generalized power function (for the definition see below), the functions r, s
are rd-continuous, positive, a-periodic with inf{r(t), t € T} > 0 and 7y € R is an arbitrary
constant.

Among others, the Sturmian theory extends verbatim for dynamic half-linear equa-
tions, therefore we can classify equations as oscillatory and non-oscillatory. For the full
theory background and comprehensive literature overview, we refer to [2, 3, 2I] (see also
[66], 67, [69]).

As well as in the previous chapters, we are interested in the conditional oscillation of
equation (.1.1) with (£.1.2). It means that our aim is to prove that there exists a so-
called critical constant, dependent only on coefficients r and s, which establishes a sharp
borderline between oscillation and non-oscillation of these equations. More precisely, let
us consider the equation

[F(OOY™)] " +3d(1)0(y7) =0, 4R (4.1.3)

We say, that equation is conditionally oscillatory, if there exists a positive constant
I' such that equation (4.1.3)) is oscillatory if 4 > I' and non-oscillatory if ¥ < I". Since the
Sturmian theory (especially the comparison theorem) is valid in the theory of half-linear
dynamic equations, conditionally oscillatory equations are good testing equations. E.g.,
let r,7 = 1, and let d be arbitrary positive rd-continuous function. Then equation (4.1.1])
is oscillatory if liminf; . c(t)/d(t) > I' and non-oscillatory if limsup,_,. c(t)/d(t) < T
(see Corollary [4.1.1)).

We note, that the case v = T' is resolved for differential equations (i.e., for T = R)
as non-oscillatory. However, the oscillation behavior of the discrete equation (T = Z)

128
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for v = I is generally not known (see Chapter . Moreover, it can be shown that even
differential equations cannot be generally classified as (non-)oscillatory in the critical case
for larger classes of coefficients.

Our aim is to prove that equation (4.1.1]) with is conditionally oscillatory. We
will also find its critical constant I'. Evidently, this result covers the mentioned (i.e.,

p = 2) case and results for equations (1.2.3) and (3.1.3) as well as the result of [7§] for
the Euler-type dynamic equation with a-periodic positive coefficients

[r()y™)2 + ng; y’ =0 (4.1.4)

and its critical oscillation constant

() (s

We note that, in the literature, one can find Euler type half-linear dynamic equation
in forms different from the one treated in this chapter. More precisely, the potential
is sometimes considered with the standard power function in the denominator
(i.e., c(t) = vs(t)/t? or c(t) = vs(t)/(o(t))P) or in differential form (see, e.g., [67]).
Nevertheless, we have selected the potential in the form of , because there is a direct
correspondence with the difference as well as with differential equations and for p = 2 it
corresponds to Euler-type dynamic equation (4.1.4)).

The chapter is organized as follows. The notion of time scales is recalled in the next
paragraph together with the definition of the generalized power function. The (non-)oscil-
lation theory for half-linear dynamic equation with lemmata that we need in the rest of
the chapter can the reader find in [§4.1.1] as well. Then, in [§4.1.2] we formulate and
prove the main result concerning the conditional oscillation of the mentioned Euler-type
half-linear dynamic equation (4.1.1)) with and illustrate it with an example. The
chapter is finished by corollaries and concluding remarks given in [§4.1.3]

§4.1.1 Preliminaries

At the beginning, let us remind a notation on time scales. The theory of time scales
was introduced by Stefan Hilger in his Ph.D. thesis in 1988, see [47], in order to unify
the continuous and discrete calculus. Nowadays, it is well-known calculus and it is often
studied in applications. Remind that a time scale T is an arbitrary nonempty closed subset
of reals. Note that [a, bt := [a,b]NT (resp. [a,00)r := [a,00) NT) stands for an arbitrary
finite (resp. infinite) time scale interval. Symbols o, p, u, f°, f2, and f:f(t)At stand
for the forward jump operator, backward jump operator, graininess, f oo, A-derivative of
f, and A-integral of f from a to b, respectively. Further, we use the symbols C4(T) and
CL(T) for the class of rd-continuous and rd-continuous A-differentiable functions defined
on the time scale T. Recall that the time scale T is a-periodic if there exists constant
a > 0 such that if t € T then t £ @ € T. We note, that any a-periodic time scale T is
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infinite and, naturally, unbounded from above. For further information and background
on time scale calculus, see [48], which is the initiating paper of the time scale theory, and
the books [9] [10], which contain a lot of information on time scale calculus.

For further reading, it is necessary to remind a definition of n-th composition of
operator p, see also [9]. We define

pTi(t)=0o(t), pt) =t p'(t):=p(t), p*(t):=plp(t), ... P"(t) = p(p" (1))
If —oo < a=minT, then we define p™(a) = a for each n € N.

Definition 4.1.1. For arbitrary t € T and p € N, we define the generalized power function
on time scales as

t®) = tp(t) - pP7(t).
For p = 0, we define t© := 1.

The following definition naturally extends the previous one for arbitrary real p > 0.

Definition 4.1.2. Let p € R and |p| denote the greatest integer less then or equal to
p (the floor function). For arbitrary t € T and p > 0, we define the generalized power
function on time scales as

tr) = ¢l {(p“”*” (1) 7 (e ) }p—m |

Example 4.1.1. Let us illustrate the generalized power function with two simple exam-
ples involving the backward and the forward jump operator, respectively.

() 1779 = @ L(p(6))2/ - (p2() 2} = - (p()"/ - (p2(1))"1°,
(ii) +3/4) — {(a(t))1/4 . t3/4}3/4 _ (a(t))3/16 . 19/16

Note that for T = R we get the classic power function and for T = 7Z, p € N, we get
generalized discrete power function, see Section or directly [5I, Chapter 2]. In the
following, we show some properties of the generalized power function, which will be useful
later.

Lemma 4.1.1. Let T be an a-periodic time scale and p > 0. Then the function f(p) = t)
is continuous and increasing in p for larget € T and

+(P)
m — = 1. (4.1.5)

i
t—oo P

Proof. For the sake of clarity, we will use p € [1,2] in the first part of the proof and

p € [1,2) in the second part. Nevertheless, for any other intervals [k, k + 1] and [k, k + 1),

k € NU {0}, it can be verified analogously.
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Let p € [1,2]. We show a continuity from the right-side at a point p = 1 and a con-
tinuity from the left-side at a point p = 2 (for any other p € (1,2) the continuity is
obvious)

; ® — ¢+ 1 2-p | p-1\P~L 1)
N N

and )
; () — + 1; 2-p . p—11P~1 _ _ (2)
pl_lgl_t tpl_lgl_ {272 (p(t))""} tp(t) = t%.

Next, we show that f is increasing for p € [1,2). Let p1,p2 € [1,2), p1 < p2. On the
contrary, let t®1) > ¢(2) je

R e R (L)
It is easy to see that the last inequality can be written in the form
P2 () p(t)) PP BT (4.1.6)
Hence, for the arbitrary fixed p; and p,, we can see that 772 — (0 as t — oo and
(t/p(t) P PEPIR) 51 as - oo,

thus the inequality (4.1.6)) is not valid for large ¢ € T and we get a contradiction.
Finally, for arbitrary fixed p € [1,2), we show that (4.1.5) holds. Let p € [1,2), then

(p) 2-p p—11p—1 2—p  4p—1[1 _ p—11p—1 .
oot E Her R WO gy e

Hence, in view of u(t)/t — 0 as t — oo (due to u(t) < « for every t), we get (4.1.5). O

Now, we recall basic elements of the oscillation theory of dynamic equations on time
scales. Throughout this chapter, we assume that the time scale T is a-periodic, which
implies sup T = oco. Consider the second order half-linear dynamic equation

[r)2(y™)]* + c(t)@(y7) =0, @(y) = [y/"" sgny, p>1, (4.1.7)

on a time scale T, where ¢,r € Cyq(T) and inf{r(t), t € T} > 0. We note that ®~!(y) =
ly|9~! sgny, where ¢ > 1 is the conjugate number of p, i.e., p+ ¢ = pq. It is easy to see
that any solution y of satisfies r ®(y2) € CL(T).

Further, we note that it is not sufficient to assume only r(¢) > 0 (instead of inf{r(t), t €
T} > 0), because it may happen that lim; ;,— 7(¢) = 0 and 7 (o) > 0, which would not be
convenient in our case. Indeed, we need 1/r € Cyq(T) due to the integration of 1/r? 1(¢),
which is now fulfilled, see also [68], where this and similar problems are discussed.

Definition 4.1.3. We say that a nontrivial solution y of (4.1.7)) has a generalized zero at
tif

r(t)y()y(o(t)) < 0.
If y(t) = 0, we say that solution y has a common zero at t (the common zero is a special
case of the generalized zero).
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Definition 4.1.4. We say that a solution y of equation (4.1.7)) is non-oscillatory on T if
there exists 7 € T such that there does not exist any generalized zero at t for t € |7, 00)7.
Otherwise, we say that it is oscillatory.

Remark 4.1.1. Oscillation may be equivalently defined as follows. A nontrivial solution y
of (4.1.7)) is called oscillatory on T, if y has a generalized zero on [r, 0o)r for every 7 € T.

From the Sturm type separation theorem (see, e.g., [65]) it follows that if one solution

of (4.1.7)) is oscillatory (resp. non-oscillatory), then every solution of (4.1.7) is oscilla-
tory (resp. non-oscillatory). Hence we can speak about oscillation or non-oscillation of

equation (|4.1.7)).
Next, let us recall the generalization of the Sturm type comparison theorem for time
scale calculus, which will be useful later.

Theorem 4.1.1 (Sturm type comparison theorem, [65, p. 388]). Consider the equation
[R()®(y™)]* + C()P(y7) =0 (4.1.8)
and equation (4.1.7), where R,C € Cq(T) with inf{|R(t)|, t € T} > 0.

(i) Let R(t) > r(t) and C(t) < c(t) for every t € T. If ({4.1.7) is non-oscillatory then
(4.1.8) is also non-oscillatory.

(i) Let R(t) < r(t) and C(t) > c(t) for everyt € T. If (4.1.7) is oscillatory then (4.1.8)

15 also oscillatory.

Our approach to the oscillatory and non-oscillatory problems of (4.1.7)) is based mainly
on the application of the generalized Riccati dynamic equation

w?(t) + c(t) + S[w, r, p)(t) =0, (4.1.9)

where

Sl p) = Jim ~ <1 IR )\<I>—1(w))> '

It is not difficult to observe that

{qf:(lr) |w\q} (1) at right-dense t,

Slw,r, p](t) =

{% (1 - @(@_1(T)1M¢_l(w)))} (t) at right-scattered t.

Note that using the Lagrange mean value theorem on time scales (see, e.g., [10]), one can
show that the operator & can be written in the form

(p = Dfw®)||n(t)["2
Q[P (r (1) + u(t) M (w(t))]’

where 7(t) is between ®~1(r(¢)) and @~ (r(t)) + u(t)®*(w(t)). The form ([4.1.10) will be
convenient for our purpose.

Slw,r, p](t) = (4.1.10)
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The relation between (4.1.7) and (4.1.9)) is the following. If y(¢) is a solution of (4.1.7))
with y(t)y?(t) # 0 for t € [t1,t2]r and we denote

)P (yA(t
o) = TORE0)
D(y(t))
then, for ¢t € [t,to]r, w = w(t) satisfies equation (4.1.9)). Now, we are ready to formulate

the “time scale version” of the Reid roundabout theorem, which can be understood as
a central statement of the oscillation theory for equation (4.1.7)).

Theorem 4.1.2 (Roundabout theorem, [65, p. 383]). Let a € T. The following state-
ments are equivalent.

(i) Every nontrivial solution of (4.1.7) has at most one generalized zero on [a,o0)r.
(ii) Fquation (4.1.7) has a solution having no generalized zeros on [a,o0)r.

(i) Equation (4.1.9) has a solution w with
{o~'(r) + p® N(w)} (t) >0 for t€ [a,o0)r. (4.1.11)
The following theorem is a consequence of the Roundabout theorem 4.1.2] and the

Sturm type comparison theorem [£.1.1] The method of oscillation theory for (4.1.7),

which uses the ideas of this theorem, is usually referred to as the Riccati technique.

Theorem 4.1.3 (Riccati technique, [65, p. 390]). The following statements are equiva-
lent.

(i) Equation (4.1.7)) is non-oscillatory.
(ii) There is a € T and a function w : [a,00)r — R such that (4.1.11]) holds and w(t)
satisfies (£.1.9) for t € [a,00)r.

(iii) There is a € T and a function w : [a,00)r — R such that (4.1.11)) holds and w(t)
satisfies
w? (t) + c(t) + S[w, r, u)(t) <0 for t€ [a,o0)r.

For further considerations, the following lemma plays an important role (see also [65],
where the similar result can be found).
Lemma 4.1.2. Let the equation
FHBH)] + e()(7) =0, (41.12)
where coefficients ¢,r € Ca(T) are positive and
0 < inf{r(t), t € T} < sup{r(t), t € T} < oo, (4.1.13)

be non-oscillatory. Then for every solution w(t) of the associated generalized Riccati
equation 7 there ezists T € T such that w(t) > 0 fort € [T, 00)r. Moreover, w(t)
1s decreasing for large t with

lim w(t) = 0.

t—o00
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Proof. At first, let us suppose that y is a positive solution of non-oscillatory equation
[(.1.12), ie., y(t) > 0 for ¢ € [S, 00)r, where S € T is sufficiently large. By contradiction,
we prove that there exists 7' € [, o0)r such that y>(t) > 0 for t € [T, 00)r.

(i) Let y2(t) < 0 for t € [S, 00)r. Because c(t)®(y°(t)) > 0 for t € [S, 00)r, we have

[r()®(2(1)]" <0 for t €[S, 00)r.

Integrating the last inequality from S to ¢, we have

Hence
ri=1(S)y(S)

ra=1(t)
for t € [S, 00)r. Integrating (4.1.14) for t > S, we get

y(t) < (4.1.14)

Jmy(t)] —u($) = / P2 (5)As < 11 (S)yA(S) / i =

Note that the last integral is equal to infinity in view of (4.1.13). Hence y(t) — —oo as
t — oo, which is a contradiction. Therefore y=(t) < 0 cannot hold for large .

(i) Let y2(t) # 0 for large t, i.e., there exists Ty € [S,00)r such that y=(T;) < 0.
Thanks to ¢(t) > 0 for t € T, we have

t

liminf/c(s)As > 0.

t—00
S
Since (4.1.12)) is non-oscillatory, then due to Theorem [4.1.3} the function
r(H)2(y> ()

w(t) = (4.1.15)

O(y(t))

satisfies with {®7(r) + p @ *(w)} (t) > 0 for ¢ € [S, 00)r. Integrating from
Ty to t, t > Ty, we get
t t
w(t) = w(Ty) — /C(S)As - /S[w,r, 1) (s)As. (4.1.16)
Ty Ty
Since w(Tp) < 0, the first integral in is positive for large ¢, and the second

integral in (4.1.16)) is nonnegative for large ¢, we obtain limsup, ,  w(t) < 0. For the
nonnegativity of function S see [65, Lemma 13]. Hence, there exists T} € [S,00)r such
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that w(t) < 0 for t € [T, 00)r, thus y2(t) < 0 for t € [T}, 00)r, which is a contradiction
to the case (i). We proved that for positive y there exists 7' € T such that y*(¢) > 0 for
te|T,00)r.

Let y(t) be any negative solution of for large . Then —y(t) > 0 is a positive
solution of with just proven property (the solution space of half linear equations
is homogeneous). Hence y2(t) < 0 for t € [T, 00)r.

In any case, we get (see (4.1.15)) that w(¢) > 0 and satisfies together with
for ¢ € [T, 00)r. Moreover, since

w? = —c(t) — S[w,r, y](t) <0,

w(t) is decreasing for ¢t € [T, 00)r.

Finally, we show that w(t) — 0 as t — co. Suppose that a solution y is positive and
increasing for large ¢ (the case y is negative and decreasing can be proven analogously).
Then it either converges to a positive constant L or diverges to oco. First, we suppose
that y(t) — oo as t — oco. Then, since r(t)®(y>(t)) is decreasing (see (4.1.12)), we have

r)e(y>(t)  r(1)ey>(T))
D(y(t)) D(y(t))
Hence w(t) — 0 as t — oo. Second, if y(t) — L as t — oo, then y*(t) — 0 as t — oc.

Thus 7(t)®(y>(t)) — 0 as t — oo and consequently, w(t) tends to zero as t — oo (see
@119)). u

—0 as t— oo.

In the proof of the main result, we use the so-called adapted generalized Riccati
equation. Putting
2(t) = —tP tw(t)

and using the form of (4.1.9) with (4.1.10), a direct calculation leads to the adapted

generalized Riccati equation

() — oot + 2= DEOP P20

tr D[ (r(1)) + p(t) 2~ (—2(1)/t771)] (4.1.17)
L = D) =(1)
tr=1 ’

where n(t) is between ®1(r(t)) and @1 (r(t)) + p(t)® 1 (—2(t)/t?~!) and ((t) is defined

p—1\A P%Q
¢(t) == [%1 : (4.1.18)

Note that using the Lagrange mean value theorem on time scales, we can (after rewriting
on ("1™ = (p — 1)(C())P~2) see that ((t) exists and satisfies t < ((¢) < o(t).

Now, we state two auxiliary lemmata concerning equation , which can be
regarded as consequences of Lemma [4.1.2
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Lemma 4.1.3. Let (4.1.12)) be non-oscillatory. Then for every solution z(t) of the asso-
ciated adapted generalized Riccati equation (4.1.17)), there exists sufficiently large to € T
such that z(t) < 0 for all t € [ty, 00)T.

Proof. The statement of the lemma follows from Lemma O

Lemma 4.1.4. If there exists a solution z(t) of the equation (4.1.17)) satisfying z(t) < 0
for all t € [ty,00)r, then its original equation (4.1.12)) is non-oscillatory. Moreover,

)/t =50 as t— oo.

Proof. From z(t) < 0 it follows that {®~'(r) + p® *(w)} (¢) > 0 for all ¢ € [ty,00)r.
Hence, thanks to Theorem , we get that every solution of is non-oscillatory
and is non-oscillatory as well. Further, z(¢)/tP~! = —w(t) — 0 as t — oo follows
from Lemma [£.1.2] O

§4.1.2 Conditional oscillation

In this paragraph, we formulate and prove the main result of the chapter. At first, for
reader’s convenience, let us recall, that we deal with the Euler-type half-linear dynamic
equation

A 7s() -1
r(t)®(y* — = —P(y’) =0, ®(y) =y’ ' sgny, p>1, 4.1.19
[r()@(y™)]" + 0o W) (y) = lyl"" seny, p (4.1.19)
on an a-periodic (o > 0) time scale interval [a,00)r, a € T with a > 0, where t® is
generalized power function, the functions r, s are rd-continuous, positive, a-periodic with
inf{r(t), t € [a,00)r} > 0, and v € R is an arbitrary constant. Now, we can formulate
the main theorem as follows.

Theorem 4.1.4. Let v € R be a given constant and let r,s € Cyq([a,00)r) be positive
a-periodic functions satisfying inf{r(t), t € [a,00)r} > 0. Further let

[= (%)p 7ar1q(t)At - 7as(t)At 1. (4.1.20)

Then the Euler-type half-linear dynamic equation (4.1.19) is oscillatory for v > T' and
non-oscillatory for v < I

Proof. Since the functions r and s are a-periodic, we have that u(t) < « for every
t € [a,00)r and that a written in limits of integrals in (4.1.20)) can be replace by arbitrary
T € [a,00)r with same resulting value T

Throughout the proof, we will use the following estimates in which we assume that
v >0 and z(t) < 0 for large ¢. Denote

rto= sup{r(t),t S [CL, OO)T}, o= inf{r(t>7t € [CL, OO)T}
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and
st :=sup{s(t),t € [a,00)r}, s :=inf{s(t),t € |a,00)r}.

Note that due to rd-continuity and a-periodicity of the functions r and s,
O0<r <rt<oo and 0<s <s"<oo
hold. In view of , the adapted Riccati equation associated to has the form
_ st (a(t)? (p = V(e n()[P~2[=(t)|

ZA(t) — = + » P p—1
1) D[S (r(t)) + p(t) @~ (=2(8)/t7)] (4.1.21)
- =Dy

where 7(t) is between ®~1(r(t)) and @~ (r(¢)) +p(t) @ (—2(t)/tP71), and t < ((t) < o(t).
Let us define the function

h(t) = p()r ()@ (—=(t) /1771,
It is easy to see (in view of Lemma [4.1.4)) that
0<h(t) >0 as t— oo. (4.1.22)

Therefore, equation (4.1.21)) can be written in the form

PN 1)
SO="n

(p-1) . » - bop (4.1.23)
PSR () ﬁﬂn&ﬂﬂkfgg) — (L0yF)
where
F(t) =@ '(r(t)) + pt)@ (—2() /" ] =r@®)[1 +h{)]"* > 0. (4.1.24)

Hence, we get for large t and for p > 2

s~ (@) 2@ P2z = (e®)"*r®)[1 + h(D)]"
ZA(t) > % + (= 1lz(0)] tP=Lr(t)[1 + h(t)]p-1
(@=DE=2) (£)| 2(¢) |7~ — 27~ 1r (1)
tr=Lr(t)[1 4 h(t)]P~!
(0] — 2t ()
L+ AP

vs~ p—2 T
> %+(p—1)|2(t)|(0(t)) '

vs p—2,.2—q
ok (p = D)o ()P 2r*7(t) -
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Analogously, for large ¢t and for p < 2, we have

(@) 2n@) P2z~ — (e(®)P*r®)[L + ht)]""
T+ AT

(o(@®)P2(2rt ()P 2|z()|" — 7227 ()

zﬂwz§%+@—nmm-

Vs~
7o TP ROl @+ AGP
T (a2, ZOIT = (G (0/2P2 ()
Vs~ p—20p-2 2—qpn 12O = (14 a)*P2r97 (1)
> E + (p = D]z(®)[(a(t))P77207r"7(¢) - =1 (0)[1 + h(£)]r—)
and thus
2A(t) > % if z(t) < min {—2<P—1>27«+, —20(1+ a)ﬁ%?ﬁ} . (4.1.25)

Simultaneously, we estimate |22 (t)| for z(t) € (=C,0) and large t. We denote

D := max { sup {@t E [a,oo)qy} sup { GO oo)qr} ,

Then, we get thanks to (4.1.23) for p > 2 (i.e., ¢ < 2)

s™D o(t))P2D[2r17 (#)]P72 - CT71 + (o(t))P22P 1

01 < 22 4 p ol DO O g
< vstD N 2072C (p — 1)(o(t))P2[CT L Dr?=4(t) + 2r(t)]
ct trtr- (4.1.26)
< vstD  2272C(p — 1)D[CI ' D(r*)*>=9 4 2r7]
-t * tr—
_ ystr D4 2072C(p — 1)D[C I D(rt )29 + 2rt]

tr—

?

and for p < 2 (i.e., ¢ > 2)

A ystD o (o()P D[ )] O 2 e (t)
|22(1)] < +-1)C 7 1r(7)
. VSZD - 1)(})qu2(1”‘)2“1 L= 1i2p‘1r+0 (4.1.27)
(. T

_ystrT D4 (p—1)CUD*(r7 )+ (p— )20t C
B tr— '
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Therefore, we have
122(t)] < ——2, (4.1.28)
where

H(C) :=ma {78+T_D +2P2C(p — 1)D[CT 1D (r)?=9 4 21|
= X |

(4.1.29)

vstr=D + (p—1)CID*(r~)>"1+ (p — 1)2”‘%‘*0}
r

is a positive constant which exists due to (4.1.26)) and (4.1.27)).
Next, from (4.1.25) and (4.1.28]) it follows that if z(t) < 0 for every ¢t € [ty,00)T,

to > a, then there exists a constant K > 0 such that
z(t) € (—K,0) for every t € [tg,00)r. (4.1.30)

Indeed, according to (.1.25)), 2(¢) is increasing if z(¢) is sufficiently small. Otherwise,
thanks to (4.1.28)), z(¢) cannot drop arbitrarily low.

Next, using the fact that the graininess p(t) < a for all ¢ € [a, 00)r together with the
definition of ¢ given in and taking into account that n(t) is between ®~1(r(t))
and @71 (r(t)) + p(t)®1(—=z(¢)/tP~1), we obtain (see also Lemma[4.1.1)), that there exists
a constant ¢ € [0,1/2) such that

(o(t))r (o(®)) " ()~
l—e< W <1+e¢, 1—-e< tP=1r2-a(t) stre (4.1.31)
1—¢ S M S 14¢
tp—2

are fulfilled for arbitrary p > 1 and large t. More precisely, € can be chosen arbitrarily
near to zero in (4.1.31)) if ¢ is sufficiently large.

Using the above estimates, we can turn our attention to the proof of the theorem. We
start with the oscillatory part. In this part of the proof, let v > I". By contradiction, we
suppose that is non-oscillatory. According to Lemma , for every solution z(t)
of the associated adapted Riccati equation there exists sufficiently large to € T
such that z(t) < 0 for t € [ty, 00)r. Moreover, from previous estimates, there exists K > 0

such that (4.1.30) holds. Using (4.1.28)) and (4.1.29), we get
H(K
25(0) < )

t Y
Now, we introduce the average value £(t) of the function z(¢) on an arbitrary interval
[t,t + a]r, where t is sufficiently large. Using £(t), we will obtain a contradiction with
z(t) € (—K,0). Obviously,

t € [to, 00)r. (4.1.32)

£(t) € (—K,0) wdﬂﬂ:é/dﬂ&ytﬂmmh (4.1.33)

t
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Using (4.1.23), (4.1.24), (4.1.31)), and (4.1.33) we get

t+a

§A@%:ll/zA@ﬁAT

_1”1wmwmw2@%nu»wwnwuﬂq7
/e ‘ }A

a /T =1 /7 TP (7)[1 + h(T)JP
L[,
11— [ (p — V) 9(r)|(7)]"
25¢+a/[W““‘ [+ A(r)e-! }
1 1_|_5 t+a
a Tt /(p_ DETAT 4130

t+ao
_ P
1 6{1/5(7')A7A(t)
t+a | a D

L i, s

2 T rAmp :
l+e t+a AP(t)  BI(t)
T g+ 2 2

where

(4.1.35)

We will estimate £2(t) using (4.1.34)) in three steps.
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Step I. We show that there exists M > 0 such that

t+a

i / s(T)AT — APT(t) =M (4.1.36)

t
holds for every t € [tg,00)r. Using p/q = p — 1, we have for every t € [tg, 00)T

t+ao

%/S(Tm _A;(”
t t+a ( B 1)p t+a -p/q
_ %/s(f)m— - Z/TM(T)AT

t t

t+a t+a —P/4 [ tta -1

— 1)ppltr/a
é/S(T)AT 7—% /Tl_q(T)AT /S(T)AT
¢

( 7as<7>m _v—(f%l)pap 7ar1-q<r>m 7as<T>AT i

Q|+

Q|+
N
a
>
\]
)
|
7~
|2
~_
e}
\EH
(=]
=
>
~
[Va)
=
>
~
|
=2
5
|
3

t+a
1
S = o / s(T)AT > 0. (4.1.37)
t

Hence there exists M = S(y —T') > 0 such that (4.1.36]) holds for ¢ € [ty, c0)r.
Step II. We prove the existence of t; € T, t; > tg, satisfying

L o=@ . B . M
o] TR AT 2 e

where M is taken from Step I. To do it, we need three further auxiliary estimates. First,
in view of (4.1.22)), we can write
1 1 h(t .
o= — = 1—# =1—h(t), (4.1.39)
[L+Rr@)P 1+ h(t) 1+ h(t)

where h(t) and h(t) are convenient functions. It is obvious that 0 < h(t) — 0 as t — oo
and R
0<h(t) -0 as t— oc. (4.1.40)
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Second, since the function y = |z|? is continuously differentiable on (— K, 0), there exists

A > 0 for which
|2|7— |€]T > =Mz — €|,  where z,§ € (—K,0). (4.1.41)

Third, from (4.1.32)) we have

t+a

2(t) — ()] = / A(r)Ar| < / 25(r)|Ar < / 125(r)|Ar
n : (4.1.42)
t+a t+a

</H(K)AT§%/H(K)AT:H<K)Q

T t

for every tp,,t, € [t,t + o], where t > to and (see (4.1.29)) H(K) > 0. Because (see
@133))

§(t) € [Zmin(t), Zmax(t)];

where

Zmin(t) := min{z(7),7 € [t,t + |7}, Zmax(t) := max{z(7),7 € [t,t + |1},

there exist t,,,t, € [t,t + ar (see (4.1.42))) such that for every 7 € [t,t + ar

(4.1.43)

Now, we are ready to finish Step II. Using (4.1.35)), (4.1.39), (4.1.41)), (4.1.43)), and again
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p/q = p — 1, we can estimate

+

L [obrier 2w

1+h )] -1 q
t+o t+ao

= — — D)) |2(1)|%(1 — h(r T_—\f(t)\qp riT() AT
—a/<p Pl — h(r)A O‘q/ (1)

t+a
p—1

=P [ [P EEEE - b)) — @) Ar

(07

_1/|Z o ’f<_> AN o7 (4.0.44)

p=1) [l -0l -1 [l
/ [ e
Al DH(E) / ) 7“iz<f>|z<f>|qm

t ra=1(T) e ra=1(T)
t t

Ap-DH(K)a  (p—1) [

ST et a(r)id / h(T)|2(T)|YAT, ¢ € [ty, 00)r.

t

Finally, (4.1.44)) (see also (4.1.40), which ensures that the value of the last integral in

(4.1.44) tends to zero for large t) implies that there exists t; > ty such that (4.1.38)) is
fulfilled.

Step III. From Young’s inequality (AP/p + B%/q > AB), from the fact that
(p—DIEE)] = A(t)B(?)
(see (4.1.35))), and from (4.1.33)), we obtain that

t+a Ar(t)  Bi(t)  AP(t)  Bi(t) alp— 1)

— (= 1)) + b T T T — (= DIE@)] = ———e)]
_AN@) | B(Y) (p — 1)E() (p—1K
==t A(t)B(t) + - E—

is fulfilled for t € [to, 00)r. Hence there exists to € T, ty > t1, such that

HTa(p - 1)E@) + A;(t) + qu) > —%, t € [ta, 00)r, (4.1.45)
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where M is taken from Step I. Finally, we know that the constant ¢ in (4.1.34]) can be
taken arbitrarily near to zero for sufficiently large ¢t. Hence, and in view of (4.1.45)), there
exists t3 € T, t3 > to, such that

l+e t+a AP(t)  BI(t)

- e+ SR e

M
> R
- 4

t € [ts, 00)r. (4.1.46)

Altogether, from the previous three steps, we show that £(t) — oo if ¢ — oco. Indeed,
in view of (4.1.34) and estimates (4.1.36)), (4.1.38]), and (4.1.46)), we can easily see that
21—5 M—%—M :M(1—5)> M |

i+« 4 4 2t+a) = 4A(t+«)

Integrating (4.1.47)) from ¢35 to oo, we get (thanks to u(t) < «)

£3(t)

te [tg, OO)']I. (4147)

_ M T At M a
[tlggog(t)]_g(t?’)z_/t%—ozZzzna+t3+a:m’
t3 n=

thus £(t) — oo if t — oo. Therefore, £(t) > 0 for every sufficiently large ¢ € T, which
means that z(¢) > 0 for every sufficiently large ¢ € T. This contradiction gives that

equation (4.1.19) is oscillatory for v > T'.
To prove the non-oscillatory part of the theorem, we start with v < 0. In this case,

Eq. (4.1.19)) is non-oscillatory in view of Theorem {4.1.1} part (i). It suffices to consider
the non-oscillatory equation [r(t)(I)(yA)]A = 0. Then
s(t)

C(t) =0 2 m = C(t), te [CZ,OO)T.

Therefore, using this comparison, (4.1.19)) is non-oscillatory as well.
To prove the last part of the theorem, we show that Eq. is non-oscillatory for
0 <~ < I'. To do it, we show that there exists t* € T such that a solution z(t) of
with
t*+a 1=p

A(t) = — g/% =7 (4.1.48)

is negative for every t € [t*, 00)r. Since

4o l=p
+

A
7= o) m
t*

and using (4.1.25)) and (4.1.28)), there exists T} € T sufficiently large such that

2(t) € (=2rt,0)  fort € [t t" + ar, t* > Ti. (4.1.49)
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More precisely, according to (4.1.25)), z(t) is increasing if z(t) € (—2r*, —r*). Otherwise,
from (4.1.28), we have that z(t) € (—2r,0) is varying arbitrarily small for large ¢. Hence,
for t € [t*,t* + o]r, holds.

Next, using (see also and (4.1.42)), there exists constant ¢ > 0 such

that c
|2(tm) — 2(tn)] < . for t,,,t, € [t*,t" + a]p, t* > T7. (4.1.50)

Analogously as in the first part of the proof, we use the average value £(t%), i.e.,

t* o
1
(") € (=2rT,0) and £(t) == — / z(T)Ar, t*>1T). (4.1.51)
Q
t*
From (4.1.50) it follows (compare (4.1.43))
() — 2(7)] < tﬁ re [t +alr, > T (4.1.52)

Now (similarly as before, see (4.1.34))), we estimate £2(¢*). Using (4.1.21), (#.1.31)),
and (4.1.51)), we get

fA(t*)zé / 22(T)AT
11 Pse @y | o= D@y @
R e e e

t*+a

11 (p — 1)(G(7)P~%2(7)
+a.t*+a/ TP—2 AT

1)y s(T)(o(r))P? AP(t*)
=211 / AT (4.1.53)

1 - D))

Ctta / P2 AT
t*+o
1 (p—1)(a(r))Pn(r)[P~2|z(7)|? S BI(t*)
Ta / o | I T ES | R
+é / (p— 1)(55:)2)1”22(7)AT+ Ap]()t*) N Bqét*) |
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where A(t) and B(t) are given in (#.1.31]). Again, we will estimate ¢2(¢*) using (4.1.53))

in three steps.
Step 1. Let S > 0 be defined by (4.1.37) for ¢*. Then, using (4.1.31]), (4.1.35), and

(4.1.51)), we get
t*4a 9 t*+a 9

v / s(r)(o(m))=  AE) 1 / (p = 1(C(r))""2(7) |

JR— ’7' — —

a =1 /7 P * + « Tp—2

t* t*
2art(p—1)(1 +¢)

= 95(1 -T )
Fta (At =TI+ =,

Therefore, there exist Ty € T, Ty > T3, and N > 0 such that for t* > T, (t* € T) we have

T

2art(p—1)(1 +¢)

<S(1+¢)—-TS+

Y 7“s<7><a<7>>p—2m @) 1 7“@— D50 5 - n s

a =1 /7 P tta Tp—2
* *

Note that we use the fact that ¢ tends to zero for large ¢.
Step I1. Using (4.1.31)), (4.1.39), (4.1.49), and (4.1.52)), we have

*

L[ ottt o 5

a J P=1r(7)[1 + h(T)]P~! q
L o D@ I OE O o [ ota A
o« / P~ r(T)[1 + h(7)]P~1 A S qo / (r)A
t*+a t*+a
L+e)p=1) [ @ SEN [ e A
= a / [1+h(7)]p_1AT_(p_1) o / ()4
_ % / () (P91 = h(r)Ar (4.1.55)
" (4 t*+a
_(p—l)@ / r' () AT
—2 [ ) [l - ) - ey ar
=D e - brar < 5

t*
for t* € [T3,00)r, where T3 > T; is sufficiently large. Indeed, T3 exists due to the facts,
that r, z,£ are bounded, h,e tend to zero, and due to the continuity of the function |z|?
(compare (4.1.41)). Of course, the constant N is taken from Step I.
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Step I1I. Using (4.1.31)), (4.1.35)), and (4.1.51)) in this part of the proof, we have

t*+a

o/ (= DO 2elr) A | BE)
“ t* T p q
( ) " to —p/q
* p— 1)P P - A
<(I4e)(p—1)&(t) + p 55/ (A
t*+a

+o-Dlw)s [ rmar
e
which is, according to , asymptotically the same as
Fto —p/q
(1) (p — D)a() + L=V 3‘/7ﬂqoqAT

P «
t*

t* +a 1=p
=—(1+e)(p—1g"" L / r'T9(T)Ar
a
t*
o 1-p
—1\? [ 1
+ (p_) — / rTUT)AT
D o
t*
t*+a 1=p
+(p—-1q" é / T AT
p
t*+a 1=p
1 1—- 1— p—1\" -
=\ [ r AT —(1+e)p—1)q ”+-77- +p-Dg"|.

By a direct calculation one can verify, that p + ¢ = pq implies
_ _ p—1\7
@—qu—@—D¢p+(f;J = 0.
Therefore, there exists Ty € T, Ty > T3, such that

| 7“<p ()P 2e(r)

« TP—2

P(+* q(+*
pp s A BUE)

P q ) t* S [T4JOO)T7 (4156)

N
4

t*
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where N is, again, taken from Step I.
Finally, using (4.1.54)), (4.1.55)), and (4.1.56) in (4.1.53]), we have

1 N N N
A (g% < | _ s s — _ * 1.
13 <t)_t*< N+4+4> o t* € [Ty, 00)T, (4.1.57)
and taking into account (4.1.57)), we obtain
! t*+a
t* — z(t*
) = — / Aryar = LTI o iy so)n,
! Q@
t*
ie.,
2(t" + ) < z(tY), t* € [Ty, 00)7. (4.1.58)

In particular, if (4.1.48)) holds for some t* € [T}, 00)r, then (4.1.49) and (4.1.58) assure

the negativity of z(¢) for the whole period, more precisely,
z(t) <0 for te[tt"+a]r  with z(t"+ a) < z(t").

To finish the proof, it suffices to show the existence of ¥ > 0 (depending only on r and
«) such that if z(t) € (=Y — Z, —Z) for some t € (t*, 00)r,t* > T}, then z(t + a) < z(¢).
Immediately, we have that if z(t) € (=0 — Z,—Z) then z(t + ) < —Z. Next, using
(L.1.50), if 2(t) < —9 — Z then z(t + a) < —J — Z as well. Further, the initial value —Z
was not used in (4.1.53)), (4.1.54)), and (4.1.55). Moreover, is valid for
with a sufficiently small negative perturbation depending only on the coefficient r and
the period a. Therefore, the number ¥ exists, which guarantees the existence of negative
solution z(t) of for large ¢.

Altogether, we have shown, that the initial value problem (4.1.21)), (4.1.48) has a so-
lution z(t) satisfying z(t) < 0 for every t € [t*, co)r (where t* is sufficiently large), which,
combined with Lemma , means that equation (4.1.19) is non-oscillatory. O]

The following example demonstrates the previous theorem.

Example 4.1.2. Consider an arbitrary finite time scale interval [3,3 + a]r with a > 0,
where 3 € T and 3+ « € T. Let us define infinite time scale interval [3, c0)r such that

if te[3,3+alr, then {t+an};2; C[3,00)T

and moreover, [3,00)r does not contain any other points. Consider the dynamic equation

(-2 (7)) %M]A i e o) <o (1159

a te—Ng(t)

on [3,00)r. Then (4.1.59) is oscillatory if v > T and non-oscillatory if v < T, where

1-p —1

» 3+« 2 y 1—q 3+« 2 2 y
P <_) /<3_zcos (_)> At /(H_sm (i»m
q o 3 o
3 3
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For the concrete time scale interval [3,00)r and numbers a and p, we can compute
the exact value of constant I'. We illustrate this fact, e.g., for

T = {G[3+3k,4+3k]} U {5+ 3k},

k=0

a =3, and p = 3/2 (which implies ¢ = 3). For this choice we get

(e ()] [[(3m(2)) ]
(12 (2) ][] (1 2o ()
5o (5)) T BGezm()

=V2+ = 2.513492637.
327 + 3)\/5\/5 + 24\/5 arctan /15

Note that we used a software to obtain this value (namely, we used Maple 16).

-1

—-1/2

/ /
/ /

§4.1.3 Applications and concluding remarks

The result of Theorem can be used as an oscillation test also to equations that are
not Euler-type. For example, we can combine Theorem and Sturm type comparison
theorem to obtain the following Kneser-type oscillation criteria.

Corollary 4.1.1. Let us consider the equation
[@(y™)]" +d(t)(y") = 0. (4.1.60)
where d € Cy4([a,00)r),a € T,a > 0.

(i) If there exists a positive a-periodic function s € Cia([a, 00)r) such that

limsupw < — /s(t)At ,

t—o00 5( ) qp

then Eq. (4.1.60) is non-oscillatory.
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(i) If there exists a positive a-periodic function s € Ciq([a,00)T) such that
ata -1

(»-1)
liminf Lo ®d) o /S(tw ,
=00 s(t) @

a

then Eq. (4.1.60) s oscillatory.

Proof. Let the assumptions of the first part hold. We consider the Euler-type equation

(@) + 50 gy~ g (4.1.61)

r=2 /s(t)At

¢
Then, for some positive number € € R, we have

i < T

From Theorem we have that Eq. (4.1.61]) is non-oscillatory for v = I'—e. Using Sturm
type comparison theorem m, part (i), we obtain that Eq. (4.1.60)) is non-oscillatory.
The second part follows from an analogical idea and Sturm type comparison theorem

1, part (ii) =

Next, let us mention a corollary that (partially) covers the cases of negative coefficients.

Corollary 4.1.2. Let us consider Fq. (4.1.19)) with rd-continuous, a-periodic functions
r,s satisfying

inf{|r(t)|, t € [a,00)1} >0, s(t) #0, t € [a,00)r.

Further denote

a+ta 1=p T ata -1

. <%)p /|r(t)|1_th /|s(t)|At

Then the following statements hold.
(i) If r(t) is positive for t € [a,00)r and v < T, then Eq. (4.1.19)) is non-oscillatory.
(ii) If s(t) is positive for t € [a,00)r and v > T, then Eq. (£.1.19) is oscillatory.
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Proof. The corollary comes directly from Theorem [£.1.4] Sturm type comparison theorem
4.1.1,, and the fact that the absolute value preserves periodicity. O

Finally, as a possible direction of future research, we conjecture that Eq. with
more general coefficients remains conditionally oscillatory. This conjecture is based on
continuous and discrete cases. More precisely, in [37], there is found the oscillation con-
stant for Euler-type half-linear difference equations with asymptotically almost periodic
coefficients. Concerning the continuous case, in [35] is shown that Euler-type half-linear
differential equations with coefficients having mean values (which covers periodic and
almost periodic cases) are conditionally oscillatory. However, extension of these types for
dynamic equations on time scales appear to be much more technically difficult.

For another natural possible direction, we should mention papers [17, 19, [39], where
perturbed half-linear differential equations are studied. Typically, the perturbations are
placed in the potential of the given equation, which leads to the equations of the form

(t) ()

2 t2log?t

rO20)] + | Jow =0 T-m

which is referred to as the Riemann-Weber half-linear equation (see also Section [2.6)).
Eventually, the perturbation in the potential can be replaced by a more complex one in-
volving the iterated logarithms (i.e., log(log(. .. (logt)))). In the above mentioned papers,
it is proved that such equations are conditionally oscillatory and from the behavior of
the “more perturbed” equation, there is shown, that the “less perturbed” equation with
the critical constant is non-oscillatory, e.g., the results concerning the Riemann—Weber
equation give that the border case of the Euler equation is non-oscillatory.
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CDDEA 2014: Conference on Differential and Difference Equations and Applica-
tions (Jasnd, Slovakia),

talk:  Oscillation constant for half-linear differential equations with coefficients
having mean values.

. ICDEA 2013: 19th International Conference on Difference Equations and Applica-

tions (Muscat, Sultanate of Oman),
talk: Conditional oscillation of half-linear equations with asymptotically almost pe-
riodic coefficients.

Equadiff 13, 2013 (Praha, Czech Republic),
talk: Oscillation constant for half-linear equations with asymptotically almost pe-
riodic coefficients.

CDDEA 2012: Conference on Differential and Difference Equations and Applica-
tions (Terchovd, Slovakia),

talk: Conditional oscillation of Fuler-type difference equation with almost periodic
coefficients.

ICDEA 2011: 17th International Conference on Difference Equations and Applica-
tions (Trois-Rivieres, Canada),
talk: Conjugacy criterion for self-adjoint difference equations.

ICDEA 2010: 16th International Conference on Difference Equations and Applica-
tions (Riga, Latvia),
talk: Disconjugacy of critical difference operators.

ICDSDEA 2010: 8th AIMS International Conference on Dynamical Systems, Dif-
ferential Equations and Applications (Dresden, Germany),
talk: On criticality of higher order difference operators.

CDDEA 2010: Conference on Differential and Difference Equations and Applica-
tions (Rajecké Teplice, Slovakia),
talk: Critical difference operators.

CDEIT 2010: Colloquium on Differential Equations and Integration Theory (Kitiny,
Czech Republic),
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poster: Chritical oscillation constant for half-linear differential equations with pe-
riodic coefficients.

12. ICDEA 2009: 15th International Conference on Difference Equations and Applica-
tions (Estoril, Portugal),
talk: Critical higher order Sturm—Liouville difference operators.

13. Equadiff 12, 2009 (Brno, Czech Republic),
talk: Critical higher order Sturm—Liouville difference operators.

14. CDDEA 2008: Conference on Differential and Difference Equations and Applica-
tions (Strecno, Slovakia),
talk: Conditional oscillation of half-linear differential equations with periodic coef-
ficients.

Lectures at “Seminar on Differential Equations”, Department of Mathematics
and Statistics, Faculty of Science, Masaryk University

1. 5.10.2015,
Oscilacni konstanta pro diferencidalni a diferencni rovnice
[Oscillation constant for differential and difference equations]

2. 29.4.2013,
Oscilatoricnost pololinedrnich diferencnich rovnic s asymptoticky skoroperiodickymi
koeficienty
[Oscillation of half-linear difference equations with asymptotically almost periodic
coefficients]

3. 15.10.2012,
Podminénd oscilatoriénost diferencni rovnice Eulerova typu se skoroperiodickymsi
koeficienty
[Conditional oscillation of Euler-type difference equation with almost periodic coef-
ficients]

4. 22.11.2010,
Kriticka oscilacni konstanta pro pololinedarni diferencidlni rovnice s periodickyma
koeficienty
[Critical oscillation constant for half-linear differential equations with periodic coef-
ficients]

5. 9.11.2009,
Konjugovanost Sturm—Liouvilleovych diferencnich rovnic vyssich radu
[Conjugacy of Sturm-Liouville difference equations of higher order]

6. 3.11.2008,
Podminené oscilatorické pololinedrni rovnice s periodickymi koeficienty
[Conditional oscillation of half-linear differential equations with periodic coefficients]
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