
Masaryk University, Faculty of Science

RICCATI MATRIX

DIFFERENTIAL EQUATIONS AND

STURMIAN THEORY FOR LINEAR

HAMILTONIAN SYSTEMS

Peter Šepitka
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Preface

In this work we study the interrelations between two important concepts from the qualitative
theory of differential equations. These are the Riccati differential equation and the separation or
comparison properties of zeros of solutions of linear differential systems (called the Sturmian theory).
These two concepts are connected by the well known mathematical object – the linear Hamiltonian
differential system.

This work has been written for obtaining the academic qualification Associate Professor (docent)
at the Masaryk University in Brno, Czech Republic. It contains research results achieved by the
author in the years 2016–2021 and published in the papers

1. P. Šepitka, Genera of conjoined bases for (non)oscillatory linear Hamiltonian systems: ex-
tended theory, Journal of Dynamics and Differential Equations, 32 (2020), no. 3, 1139–1155,

2. P. Šepitka, Riccati equations for linear Hamiltonian systems without controllability condition,
Discrete Continuous Dynamical Systems Series A, 39 (2019), no. 4, 1685–1730,

3. P. Šepitka, R. Šimon Hilscher, Comparative index and Sturmian theory for linear Hamiltonian
systems, Journal of Differential Equations, 262 (2017), no. 2, 914–944,

4. P. Šepitka, R. Šimon Hilscher, Singular Sturmian separation theorems on unbounded intervals
for linear Hamiltonian systems, Journal of Differential Equations, 266 (2019), no. 11, 7481–
7524,

5. P. Šepitka, R. Šimon Hilscher, Singular Sturmian comparison theorems for linear Hamiltonian
systems, Journal of Differential Equations, 269 (2020), no. 4, 2920–2955.

These publications are considered as the main sources, see items [77, 78, 84, 86, 87] in the list of
references and Appendices A–E for more details. We also present some additional results in the
context of the current literature, which are closely related to those in the above mentioned references,
such as in papers [34,85,88,89] and in the monograph [58]. The habilitation thesis is considered as
an extended commentary to the published results in the attached papers. We comment on our results
in a broader context of the historical literature and the current development of the subject.

In Chapter 1 we discuss the Riccati matrix differential equations for possibly uncontrollable linear
Hamiltonian systems. We show the variability of these Riccati matrix equations depending on the
choice of a genus of conjoined bases, to which the considerations are restricted. The theory of genera
of conjoined bases is presented as an introductory part. The results in Chapter 1 are based on the
first two papers from the above list.

In Chapter 2 we present the Sturmian theory for linear Hamiltonian systems (i.e., the Sturmian
separation and comparison theorems), which is based on the properties of the Riccati quotients – sym-
metric solutions of Riccati matrix differential equations. As a connecting tool we use the comparative
index. This object was introduced by J. Elyseeva in 2007 in the connection with discrete oscillations.
It was implemented into the continuous time theory by Elyseeva in 2016 and independently by the au-
thor and R. Šimon Hilscher in 2017 (in the third paper from the above list). By using the comparative
index we are able to develop both regular and singular Sturmian theory, including the multiplicities
of focal points at infinity.

Finally, we wish to mention that along with our investigations in the theory of possibly uncon-
trollable linear Hamiltonian systems we sometimes derive new results in other fields of mathematics,
in particular in linear algebra (matrix analysis, theory of the Moore–Penrose pseudoinverses, and
orthogonal projectors) or mathematical analysis (linear control systems). This is documented, for

vii



viii Preface

example, in the third section of the first paper mentioned above (Appendix A), in the last section of
the fifth paper mentioned above (Appendix E), as well as in our previous papers [79, Appendix 1]
and [80, Appendix 1]. We derived these results as needed tools for our investigations, but they may
be of independent interest for other researchers.

I would like to express gratitude to my collaborator, colleague, friend, and former advisor Ro-
man Šimon Hilscher for his continual support, willingness, fruitful discussions, and his advices and
comments. Many thanks belong also to the heads of our scientific team, Zuzana Došlá and Petr Hasil.

Last, but not least, I thank my family, friends, and especially my Little Sun for their support.

Brno, May 2021 Peter Šepitka



CHAPTER 1

Riccati matrix differential equations

In this chapter we will present the theory of Riccati matrix differential equations associated to
linear Hamiltonian differential systems. In particular, we will focus on our recent results on this
subject, where we do not impose some traditional assumptions (as we explain below).

1.1. Introduction

Let n ∈ N be a given dimension, let I ⊆ R be a given interval, and let H : I → R2n×2n be
a given piecewise continuous matrix-valued function. Typically we will consider a compact interval
I = [a, b] or an unbounded interval I = [a,∞). As a main object of our study we consider the linear
Hamiltonian system

y′ = JH(t) y, t ∈ I, (H)

where J is the canonical skew-symmetric 2n× 2n matrix. In the n× n block notation we have

H(t) =

(
−C(t) AT (t)
A(t) B(t)

)
, t ∈ I, J :=

(
0 I
−I 0

)
, (1.1)

where A,B,C : I → Rn×n are piecewise continuous functions such that B(t) and C(t) are symmetric.
System (H) then has the equivalent form

x′ = A(t)x+B(t)u, u′ = C(t)x−AT (t)u, t ∈ I. (1.2)

With system (H) we associate the Riccati matrix differential equation

Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t) = 0, t ∈ I. (R)

The connection of the Riccati equation (R) with system (H) is studied in many classical works see
e.g. [21,46,58,67–69]. It is known that under the Legendre condition

B(t) ≥ 0 for all t ∈ [a,∞) (1.3)

the Riccati equation (R) has many applications in various disciplines, such as in the oscillation and
spectral theory [11,21,58,67–69], filtering and prediction theory [57,68], calculus of variations and
optimal control theory [8,12,22,43,47,49,58,63,72,73,102–104], systems theory and control [55,56],
exponential dichotomy of perturbed linear Hamiltonian systems [43,56,64], and others (engineering,
etc.). We recall that the Riccati matrix differential equation (R) has the distinguished property among
the first order differential equations, namely it preserves the ordering of its solutions along the interval
[a,∞), see [74,75].

Classical theory of system (H) and equation (R) involves a complete controllability assumption,
see e.g. [11, 21, 46, 58, 67, 69]. This assumption says that vector solutions (x, u) of system (1.1) are
not degenerate on I. Specifically, if the function x vanishes on a subinterval of I0 ⊆ I, then also u
vanishes on I0, and hence (x, u) ≡ (0, 0) by the uniqueness of solutions. This condition is also known
as the identical normality of system (H) on I. A characterization of this condition in terms of focal
points of conjoined bases of system (H) is presented in Proposition 2.1. When system (H) does not
satisfy this complete controllability (identical normality) assumption or when this assumption is not
imposed, then we say that system (H) is (possibly) uncontrollable or abnormal.

Let us recall several important results in this area. In [65], Reid showed that, under condition (1.3)
and when system (H) is completely controllable and nonoscillatory, the Riccati equation (R) has the

so-called distinguished solution Q̂(t) at infinity. More precisely, it is the smallest symmetric solution
of (R) existing on an interval [α,∞) for some α ≥ a. In the subsequent paper [66], Reid derived the
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2 Chapter 1. Riccati matrix differential equations

existence and the minimality of the distinguished solution of (R) at infinity also for a noncontrollable

system(H) by considering invertible principal solutions (X̂, Û) of (H) at infinity.

1.2. Genera of conjoined bases

Recently, in [79–83] the author and Šimon Hilscher developed the theory of principal solutions
at infinity and antiprincipal solutions at infinity (called also nonprincipal solutions at infinity in
some literature) for a general nonoscillatory and possibly abnormal system (H). These notions will
be recalled in Section 1.4. They showed the existence of principal and antiprincipal solutions at
infinity, whose first component has the rank equal to any integer in the range between n − d∞ and
n, where the number d∞ is the maximal order of abnormality of (H), see below. The above general
approach to principal and antiprincipal solutions at infinity naturally requires using the Moore–Penrose
pseudoinverse [13,19,59], which in this context substitute the traditionally used invertible matrices.
In the above references we also derived a classification of principal and antiprincipal solutions at
infinity and their mutual limit properties at infinity. These results are based on the investigation of
conjoined bases (X,U) of (H), which have eventually the same image of X(t). The set of all such
conjoined bases of (H) is called, according to [80, Definition 6.3], as

• a genus of conjoined bases of system (H),

and it is denoted by G. This notion turned out to be a key tool for the study of analytic properties
of conjoined bases of system (H), but also for the understanding of the algebraic structure of the
set of all conjoined bases of (H). We showed that every genus G contains some principal solution
of (H) at infinity, as well as some antiprincipal solution of (H) at infinity. Moreover, the orthogonal
projector representing each genus G of conjoined bases satisfies a symmetric Riccati matrix differential
equation. This result then allowed to obtain an exact description of the structure of the set of all genera
of conjoined bases, in particular it forms a complete lattice. The minimal element of this lattice is
the so-called minimal genus Gmin, which contains all conjoined bases (X,U) with the eventual rank of
X(t) equal to smallest possible value n− d∞. On the other hand, the maximal element of this lattice
is the so-called maximal genus Gmax, which contains all conjoined bases (X,U) with the eventual
rank of X(t) equal to largest possible value n, i.e., with X(t) eventually invertible. Note that in the
completely controllable case we have d∞ = 0, and hence the minimal and maximal genera coincide,
i.e., there exists only one single genus G = Gmin = Gmax. Therefore, in the study of abnormal systems
(H) we obtain much wider structural variability and the theory of genera of conjoined bases provides
a true guideline for potential development of the qualitative theory of these systems.

In [78] we extended the theory of genera of conjoined bases to arbitrary systems (H) by removing
two key assumptions. Given the unbounded interval I = [a,∞), we consider the case when

• the Legendre condition (1.3) is not assumed, and/or
• the system (H) may be oscillatory.

More precisely, in the new general definition of a genus G corresponding to a conjoined basis (X,U)
of (H), see [78, Definition 4.3], we consider the subspace

ImX(t) + ImRΛ∞(t), t ∈ [a,∞), (1.4)

where RΛ∞(t) is the orthogonal projector onto the maximal subspace of eventually degenerate solutions
(x ≡ 0, u) of (H) at the point t. It is important to note that, according to [78, Theorem 4.7],
every genus G can be represented by an orthogonal projector RG(t) satisfying the Riccati type matrix
differential equation

RG
′ −A(t)RG −RG AT (t) +RG [A(t) +AT (t)]RG = 0, t ∈ [a,∞). (1.5)

Also in this much more general case it is possible to show that the set of all genera of conjoined bases
of system (H) forms a complete lattice, see [78, Theorem 4.14].

In general, following the standard notation used in [66, Section 3] and [82, Section 2], for a given
α ∈ [a,∞) we denote by Λ[α,∞) the linear space of n-dimensional piecewise continuously differentiable
vector-valued functions u which correspond to the solutions (x ≡ 0, u) of system (H) on [α,∞). The
space Λ[α,∞) is finite-dimensional with d[α,∞) := dim Λ[α,∞) ≤ n. The number d[α,∞) is called
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the order of abnormality of system (H) on the interval [α,∞). According to [80, Section 6] there
exists the limit

d∞ := lim
t→∞

d[t,∞) = max
t∈[a,∞)

d[t,∞), 0 ≤ d∞ ≤ n, (1.6)

which we call the maximal order of abnormality of (H). Moreover, we define the point

α∞ := min{α ∈ [a,∞), d[α,∞) = d∞}. (1.7)

Following [78] we consider the orthogonal projector

RΛ∞(t) := PW⊥t , where Wt := Λt[α∞,∞), t ∈ [α∞,∞). (1.8)

Here the set Λt[α∞,∞) is the subspace in Rn of the values u(t) of functions u ∈ Λ[α∞,∞) at the
point t ∈ [α∞,∞). The orthogonal projector RΛ∞(t) plays a crucial role in the new theory of genera
of conjoined bases of system (H). In the remaining part of this section we present the main results
from [78], see also Appendix A.

Definition 1.1 (Genus of conjoined bases). Let (X1, U1) and (X2, U2) be two conjoined bases of (H).
We say that (X1, U1) and (X2, U2) have the same genus (or they belong to the same genus) if there
exists α ∈ [α∞,∞) such that

ImX1(t) + ImRΛ∞(t) = ImX2(t) + ImRΛ∞(t), t ∈ [α,∞),

where α∞ is defined in (1.7).

From Definition 1.1 it follows that there exists a partition of the set of all conjoined bases of (H)
into disjoint classes of conjoined bases with the same genus. We will interpret each class G as a genus
itself. The following result provides a fundamental property of conjoined bases of (H) with the same
genus.

Theorem 1.2. Let (X1, U1) and (X2, U2) be conjoined bases of (H). Then the following statements
are equivalent.

(i) The conjoined bases (X1, U1) and (X2, U2) belong to the same genus G.
(ii) The equality ImX1(t) + ImRΛ∞(t) = ImX2(t) + ImRΛ∞(t) holds for every t ∈ [α∞,∞).

(iii) The equality ImX1(t) + ImRΛ∞(t) = ImX2(t) + ImRΛ∞(t) holds for some t ∈ [α∞,∞).

Given a genus G of conjoined bases of (H), the subspace ImX(t) + ImRΛ∞(t) does not depend
on the particular choice of such a conjoined basis (X,U) belonging to G. Therefore, the orthogonal
projector onto ImX(t) + ImRΛ∞(t), i.e., the matrix

RG(t) := PVt , where Vt := ImX(t) + ImRΛ∞(t), t ∈ [α∞,∞), (1.9)

is uniquely determined for each genus G. The following two theorems provide basic properties of
orthogonal projectors RG(t) defined in (1.9). Moreover, they show how to classify a genus G of
conjoined bases of (H) via its associated projector RG(t) in (1.9).

Theorem 1.3. Let G be a genus of conjoined bases of (H) and let RG(t) be the orthogonal projector
defined in (1.9). Then the matrix RG(t) is a solution of the Riccati equation (1.5) on [α∞,∞) and the
inclusion ImRΛ∞(t) ⊆ ImRG(t) holds for every t ∈ [α∞,∞).

Theorem 1.4. Let α ∈ [α∞,∞) be fixed and let R ∈ Rn×n be an orthogonal projector satisfying
ImRΛ∞(α) ⊆ ImR. Then there exists a unique genus G of conjoined bases of (H) such that its
corresponding orthogonal projector RG(t) in (1.9) satisfies RG(α) = R.

We note that for every genus G its associated orthogonal projector RG(t) in (1.9), as a solution of
(1.5) on [α∞,∞), has constant rank on the whole interval [α∞,∞), i.e.,

rG := rankRG(t), t ∈ [α∞,∞). (1.10)

In this context, we may adopt for the number rG the terminology rank of the genus G and write
rankG := rG, compare also with [81, Remark 6.4]. In particular, we have

n− d∞ ≤ rankG ≤ n. (1.11)
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Let us denote by the symbol Γ the set of all genera of conjoined bases of (H). In the next
definition we introduce an ordering on the set of all genera of conjoined bases of (H) in terms of their
corresponding orthogonal projectors in (1.9).

Definition 1.5. Let G and H be two genera of conjoined bases of (H) and let RG(t) and RH(t) be their
corresponding orthogonal projectors in (1.9), respectively. We say that the genus G is below the genus
H (or that the genus H is above the genus G) and we write G � H if the inclusion ImRG(t) ⊆ ImRH(t)
holds for all t ∈ [α∞,∞).

Theorem 1.6. The relation � from Definition 1.5 is an ordering on the set Γ.

We note that the genera G and H satisfy G � H if and only if the inclusion ImRG(α) ⊆ ImRH(α)
holds for some α ∈ [α∞,∞). In particular, if the orthogonal projector RG(t) satisfies RG(t) = RΛ∞(t)
on [α∞,∞), then the genus G = Gmin is called minimal, while if RG(t) ≡ I on [α∞,∞), then the genus
G = Gmax is called maximal.

Theorem 1.7. The ordered set (Γ,�) is a complete lattice. In particular, the minimal genus Gmin is
the least element of Γ with respect to the ordering �, while the maximal genus Gmax is the greatest
element of Γ with respect to �.

We can describe explicitly the infimum G ∧H and the supremum G ∨H of two genera G and H of
the set Γ. More precisely, if RG(t) and RH(t) are the orthogonal projectors associated to the genera G
and H, then G ∧H is the genus of conjoined bases corresponding to the orthogonal projector onto the
subspace ImRG(t)∩ ImRH(t) on [α∞,∞), and G ∨H is the genus of conjoined bases corresponding to
the orthogonal projector onto the subspace ImRG(t) + ImRH(t) on [α∞,∞).

The next theorem characterizes the conjoined bases of (H) belonging to the minimal genus Gmin.
We also show that the principal solution of (H) at the point α ∈ [α∞,∞) belongs to the minimal genus
Gmin. The principal solution of (H) at the point α is defined as the matrix solution of (H) satisfying
the initial condition

Xα(α) = 0, Uα(α) = I, (1.12)

Theorem 1.8. Let (X,U) be a conjoined basis of (H). Then (X,U) belongs to the minimal genus Gmin

if and only if the inclusion ImX(t) ⊆ ImRΛ∞(t) holds for some (and hence for every) t ∈ [α∞,∞).
In particular, for every α ≥ α∞ the principal solution (Xα, Uα) at the point α belongs to Gmin.

In the final theorem of this section we provide important properties of nonoscillatory conjoined
bases from a given genus G.

Theorem 1.9. Let G be a genus of conjoined basis of (H) with the corresponding orthogonal projector
RG(t) in (1.9). Moreover, let (X,U) be a conjoined basis of (H) with constant kernel on [α,∞) ⊆
[α∞,∞) such that (X,U) belongs to G and let R(t) be the orthogonal projector onto the subspace
ImX(t) for every t ∈ [α,∞). Then the equality RG(t) = R(t) holds for all t ∈ [α,∞).

In the final paragraph of this section we comment on the connection of the above results with
those in [80], where it is assumed that the Legendre condition (1.3) holds and that system (H) is
nonoscillatory. In particular, for every conjoined basis (X,U) of (H) there exists α ∈ [α∞,∞) such
that (X,U) has constant kernel on [α,∞). Moreover, let G be the genus of conjoined bases such that
(X,U) ∈ G and let RG(t) be its corresponding orthogonal projector in (1.9). Then the rank rG of G
defined in (1.10) coincides with the rank r of any conjoined basis (X,U) of the genus G. In view of
(1.11) we then obtain that

n− d∞ ≤ rankX(t) ≤ n, t ∈ [α,∞), (1.13)

for every conjoined basis (X,U) of system (H) with constant kernel on the interval [α,∞). Moreover,
by Theorem 1.9 we have that ImX(t) = ImRG(t) on [α,∞). Therefore, from (1.9) and Definition 1.1
it follows that two conjoined bases (X1, U1) and (X2, U2) of (H) belong to the same genus if and only
if there exists α ∈ [α∞,∞) such that the equality ImX1(t) = ImX2(t) hold for every t ∈ [α,∞).
This observation shows that the concept given in Definition 1.1 generalizes the definition of genus of
conjoined bases introduced in [80, Definition 6.3] for a nonoscillatory system (H). We also note that
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the result about the structure of the set of all genera of conjoined bases presented in Theorems 1.6
and 1.7 are in full agreement with the corresponding results in [82, Section 4]. Finally, the result in
Theorem 1.8 generalizes [82, Proposition 4.7] to a possibly oscillatory system (H).

1.3. Riccati matrix differential equations

The study of Riccati matrix differential equations associated with uncontrollable linear Hamilton-
ian systems is also motivated by several situations in the literature. For example, in [73, pg. 886], [8,
pp. 621–622], [48, Sections 4 and 6], and [49, pp. 17–18] the authors use a cascade system of three
differential equations for the investigation of calculus of variations or optimal control problems with
variable endpoints – the Riccati equation (R), a linear differential equation, and an integrator. These
three differential equations are together equivalent to a Riccati equation in dimension 2n, which cor-
responds to an uncontrollable system (H) in dimension 4n. This connection is discussed in details
in [48, Remark 6.3]. Among other situations we also mention the occurrence of the symmetric solu-
tions of the implicit Riccati equation

RG(t) [Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t)]RG(t) = 0, t ∈ I, (1.14)

in the study of nonnegative quadratic functional associated with possibly an uncontrollable system
(H), see [50, Section 6].

The above mentioned extended theory of genera of conjoined bases of system (H) based on the
subspaces ImRG(t) in (1.9) points to new possibilities how to deal with the Riccati matrix differential
equations in the context of abnormal linear Hamiltonian systems (H). In particular, it shows how
to implement in a proper way the theory of the Riccati type differential equations (R) or (1.14) into
the theory of linear Hamiltonian systems (H). Consider the unbounded interval I = [a,∞). The
presented approach is novel in three aspects. Namely,

• we do not require any controllability assumption on system (H),
• for every genus G we associate a Riccati equation

Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t) = 0, t ∈ [α∞,∞), (R)

where the coefficients A(t), B(t), and C(t) are given by

A(t) := A(t)RG(t)−AT (t) [I −RG(t)],
B(t) := B(t),

C(t) := RG(t)C(t)RG(t),





t ∈ [α∞,∞), (1.15)

with the corresponding orthogonal projector RG(t) defined in (1.9),
• we show that every such a Riccati equation (R) possesses a distinguished solution at infinity

(defined in a suitable way), which corresponds to a principal solution of (H) at infinity from
the genus G.

Given a genus G of conjoined bases of (H), we show a fundamental connection between the sym-
metric solutions Q(t) of (R) on [α,∞) with some α ≥ α∞ satisfying

ImQ(t) ⊆ ImRG(t), t ∈ [α,∞), (1.16)

and the conjoined bases (X,U) of (H) with constant kernel on [α,∞), which belong to G. This allows

us to define in a proper way a distinguished solution Q̂(t) at infinity for each Riccati equation (R),

which corresponds to a principal solution (X̂, Û) of (H) at infinity in G. Then for every symmetric

solution Q(t) of (R) on [α,∞) with (1.16) there exists a distinguished solution Q̂(t) of (R) satisfying
the inequality

Q(t) ≥ Q̂(t) on [α,∞). (1.17)

The above results are particularly important for the minimal genus G = Gmin, which is formed by
the conjoined bases (X,U) of (H) with minimal possible rank of the matrix X(t), i.e., with rankX(t) =

n− d∞ on [α,∞). In this case the associated distinguished solution Q̂min(t) at infinity is unique and
minimal among all symmetric solutions Q(t) of (R) satisfying (1.16). This latter situation generalizes
the classical controllable results of Reid and Coppel [21, 65, 67], since in this case d∞ = 0 and the
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orthogonal projector RG(t) ≡ I on [a,∞), so that the Riccati equation (R) reduces to (R). We
note that the original results by Reid [66, 68] for noncontrollable system (H) and Riccati equation
(R) correspond in our new theory to the maximal genus G = Gmax of conjoined bases (X,U) with
eventually invertible matrix X(t), i.e., to RG(t) ≡ I on [a,∞). Therefore, the present study can be
regarded as a generalization and completion of the theory of the Riccati equations (R) for completely
controllable systems (H) using the minimal genus G = Gmin, as well as the noncontrollable systems
(H) using the maximal genus G = Gmax. In the remaining part of this section we present the main
results from [77, Sections 4–6], see also Appendix B.

In the first set of results (Theorems 1.10–1.13) we describe basic properties of solutions of the
Riccati equation (R).

Theorem 1.10. Let G be a genus of conjoined bases of (H) with the corresponding orthogonal projector
RG(t) in (1.9) and let Q(t) be a solution of the Riccati equation (R) on [α,∞) ⊆ [α∞,∞) with α∞ in
(1.7). Then also the matrices RG(t)Q(t), Q(t)RG(t), and RG(t)Q(t)RG(t) solve (R) on [α,∞).

Theorem 1.11. With the assumptions and notations of Theorem 1.10, the matrix Q(t) satisfies the
inclusion ImQ(t) ⊆ ImRG(t), resp. the inclusion ImQT (t) ⊆ ImRG(t), for all t ∈ [α,∞) if and only
if the inclusion ImQ(t0) ⊆ ImRG(t0), resp. the inclusion ImQT (t0) ⊆ ImRG(t0), holds for some point
t0 ∈ [α,∞).

Theorem 1.12. Let G be a genus of conjoined bases of (H) with the corresponding matrix RG(t) in

(1.9) and let Q(t) and Q̃(t) be symmetric solutions of the Riccati equation (R) on [α,∞) ⊆ [α∞,∞).
Then the quantities

rank [Q̃(t)−Q(t)] and ind [Q̃(t)−Q(t)] are constant on [α,∞). (1.18)

In particular, the inequality Q̃(t) ≥ Q(t) holds on [α,∞) if and only if Q̃(α) ≥ Q(α), and the inequality

Q̃(t) > Q(t) holds on [α,∞) if and only if Q̃(α) > Q(α).

Theorem 1.13. Assume (1.3) and let G be a genus of conjoined bases of (H) with the corresponding
matrix RG(t) in (1.9). Let Q(t) be a symmetric solution of the Riccati equation (R) on [α,∞) ⊆
[α∞,∞) and let Q̃(t) be a symmetric solution of (R) satisfying the initial condition Q̃(α) ≥ Q(α).

Then the matrix Q̃(t) solves (R) on the whole interval [α,∞) such that the inequality Q̃(t) ≥ Q(t)
holds for all t ∈ [α,∞).

Theorem 1.14. Let G be a genus of conjoined bases of (H) and let RG(t) be its corresponding matrix
in (1.9). Moreover, let Q(t) be a symmetric solution of (R) on [α,∞) ⊆ [α∞,∞) satisfying condition

(1.16). Let β ∈ [α,∞) and K ∈ Rn×n be given and consider the solution Q̃(t) of (R) with Q̃(β) = K.
Then the following statements are equivalent.

(i) The matrix Q̃(t) solves the Riccati equation (R) on the whole interval [α,∞) such that

RG(t) Q̃(t)RG(t) = Q(t) holds for every t ∈ [α,∞).
(ii) The matrix K satisfies the equality RG(β)KRG(β) = Q(β).

Let G be a genus of conjoined bases of (H) and let RG(t) be its representing orthogonal projector
in (1.9). For a given solution Q(t) of the Riccati equation (R) on a subinterval [α,∞) ⊆ [α∞,∞) we
consider the following system of first order linear differential equations

Θ′ = [A(t) + B(t)Q(t)] Θ,

Ω′ = A(t) Ω + [I −RG(t)]{C(t)− [A(t) +AT (t)]Q(t)}Θ,

}
t ∈ [α,∞), (1.19)

together with the initial conditions

Θ(α) = K, Ω(α) = L, (1.20)

where the matrices K,L ∈ Rn×n satisfy

ImK ⊆ ImRG(α), ImL ⊆ KerRG(α), rank (KT , LT )T = n. (1.21)



Section 1.3. Riccati equations 7

The initial value problem (1.19)–(1.20) serves for the formulation of the main results of this section.
The first equation in (1.19) is motivated by the approach in [68, Chapter 2, Lemma 2.1], which is
adopted here to the setting of uncontrollable systems (H).

According to [77, Remark 4.8 and Proposition 4.9] initial value problem (1.19)–(1.20) with (1.21)
has always the solution (Θ,Ω), which is unique up to a right nonsingular constant multiple. Moreover,
the matrix Θ(t) has a constant kernel on [α,∞) and

Im Θ(t) = ImRG(t), Im Ω(t) = KerRG(t), rank (ΘT (t), ΩT (t))T = n, t ∈ [α,∞). (1.22)

These properties of the matrix Θ(t) allow us to define the function

Fα(t) :=

∫ t

α
Θ†(s)B(s) Θ†T (s) ds, t ∈ [α,∞), (1.23)

which will be referred to as the F -matrix corresponding to the solution Q(t) with respect to the genus
G. We note that for an invertible Θ(t) the matrix Fα(t) in (1.23) was considered in [68, Section 2.2].
Here we allow Θ(t) to be singular. By [77, Remark 4.11] it follows that Fα(t) is symmetric and the
inclusion ImFα(t) ⊆ ImRG(α) holds for every t ∈ [α,∞). Moreover, under (1.3) the matrix Fα(t) is
nonnegative definite and nondecreasing and the limit

Dα := lim
t→∞

F †α(t). (1.24)

exists, where the matrix Dα is symmetric and nonnegative definite with ImDα ⊆ ImRG(α).
The next two results extend the well known correspondence between the symmetric solutions Q(t)

of the classical Riccati equation (R) on [α,∞) and conjoined bases (X,U) of (H) with X(t) invertible
on [α,∞), i.e.,

Q(t) = U(t)X−1(t) on [α,∞) (1.25)

to the case of possibly noninvertible X(t) on [α,∞). For this purpose we utilize the Moore–Penrose
generalized inverse X†(t) of the matrix X(t), called also the pseudoinverse, see e.g. [13], [14, Chap-
ter 6], and [19, Section 1.4]. Given a conjoined basis (X,U) of (H) and a point α ∈ [a,∞), the matrix
Q(t) defined by

Q(t) := X(t)X†(t)U(t)X†(t) = R(t)U(t)X†(t), t ∈ [α,∞), (1.26)

is called the Riccati quotient associated with the conjoined basis (X,U) on the interval [α,∞). Here
R(t) := X(t)X†(t) is the orthogonal projector onto the subspace ImX(t) for all t ∈ [α,∞). By [71,
pg. 24] the matrix Q(t) is symmetric and satisfies on [α,∞) the properties

XT (t)Q(t)X(t) = XT (t)U(t), ImQ(t) ⊆ ImR(t), Q(t)X(t) = R(t)U(t). (1.27)

In addition, if (X,U) has constant kernel on [α,∞), then by [19, Theorems 10.5.1 and 10.5.3] the
matrix X†(t) is piecewise continuously differentiable on [α,∞), and hence also the matrix Q(t) is
piecewise continuously differentiable on [α,∞). Note that when X(t) is an invertible matrix, then the
Riccati quotient Q(t) in (1.26) reduces to (1.25).

Theorem 1.15. Let G be a genus of conjoined bases of (H) with the orthogonal projector RG(t) in
(1.9). Moreover, let (X,U) be a conjoined basis of (H) belonging to G such that (X,U) has constant
kernel on a subinterval [α,∞) ⊆ [α∞,∞) and let Q(t) be the corresponding Riccati quotient in (1.26).
Then the matrix Q(t) is a symmetric solution of the Riccati equation (R) on [α,∞) such that the
condition in (1.16) holds and the matrices Θ(t) and Ω(t) defined by

Θ(t) := X(t), Ω(t) := U(t)−Q(t)X(t), t ∈ [α,∞), (1.28)

solve the initial value problem (1.19)– (1.20) on [α,∞) with (1.21).

Theorem 1.16. Let G be a genus of conjoined bases of (H) with the orthogonal projector RG(t) in
(1.9) and let Q(t) be a solution of the Riccati equation (R) on [α,∞) ⊆ [α∞,∞) such that the matrix
RG(t)Q(t)RG(t) is symmetric on [α,∞). Moreover, let (Θ,Ω) be a solution of (1.19)– (1.20) on [α,∞)
with (1.21) and define the matrices

X(t) := Θ(t), U(t) := Q(t) Θ(t) + Ω(t), t ∈ [α,∞). (1.29)
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Then the following statements hold.

(i) The pair (X,U) is a conjoined basis of (H) such that (X,U) has a constant kernel on [α,∞)
and belongs to the genus G.

(ii) The matrix RG(t)Q(t)RG(t) is the Riccati quotient in (1.26) associated with the conjoined
basis (X,U) on [α,∞), i.e., the equality RG(t)Q(t)RG(t) = R(t)U(t)X†(t) holds for all
t ∈ [α,∞), where R(t) is the corresponding orthogonal projector onto ImX(t).

Let G be a genus of conjoined basis of (H) with the associated matrix RG(t) in (1.9) and let
[α,∞) ⊆ [α∞,∞) be a given interval. The results in Theorems 1.15 and 1.16 provide a correspondence
between the set of all conjoined basis (X,U) of (H) with constant kernel on [α,∞), which belong to the
genus G, and the set of all symmetric solutions Q(t) of the Riccati equation (R) on [α,∞) satisfying
condition (1.16). More precisely, for every such a conjoined basis (X,U) its Riccati quotient Q(t) in
(1.26) is a symmetric solution of (R) on [α,∞) with (1.16). Conversely, if Q(t) is a symmetric solution
of (R) on [α,∞) satisfying (1.16), then there exists a conjoined basis (X,U) of (H) from the genus G
with constant kernel on [α,∞) such that Q(t) is its corresponding Riccati quotient from (1.26).

The last part of this section is devoted to the implicit Riccati equations (1.14) and

RG(t) [Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t)]RG(t) = 0, [α,∞), (1.30)

with α ∈ [α∞,∞). These implicit Riccati equations were used in [50, Section 6] in several criteria
characterizing the nonnegativity and positivity of the associated quadratic functional.

Theorem 1.17. Let G be a genus of conjoined bases of (H) and let RG(t) be the corresponding or-
thogonal projector in (1.9). Moreover, let Q(t) be a symmetric matrix defined on [α,∞) ⊆ [α∞,∞)
such that condition (1.16) holds. Then the following statements are equivalent.

(i) The matrix Q(t) solves the Riccati equation (R) on [α,∞).
(ii) The matrix Q(t) solves the implicit Riccati equation (1.30) on [α,∞).
(iii) The matrix Q(t) solves the implicit Riccati equation (1.14) on [α,∞).

The above result shows that under a certain assumption we can transfer the problem of solving the
implicit Riccati matrix differential equations (1.30) and (1.14) into a problem of solving the explicit
Riccati matrix differential equation (R).

1.4. Distinguished solutions of Riccati equations

In this section we study, for a given genus G, symmetric solutions of the Riccati equation (R),
which correspond to principal solutions of (H) at infinity belonging to the genus G (to be defined
below). This correspondence is based on the results in Theorems 1.15 and 1.16. In particular, we
establish the results about distinguished solutions of (R) at infinity regarding their relationship to
principal solutions at infinity and to the nonoscillation of system (H), their interval of existence, their
mutual classification within the genus G, and their minimality in a suitable sense.

It may be surprising that these results comply with the known theory of distinguished solutions of
the Riccati equation (R) for a controllable system (H) only partially. In many aspects the presented
theory for general uncontrollable system (H) is substantially different. This is related to the nature
of the problem, since for each genus G of conjoined bases of (H) there is a different Riccati equation
(R), but even within one genus G there may be many distinguished solutions of (R) at infinity. We
discuss these issues in Remark 1.31 at the end of this section. We note that the true uniqueness and
minimality of the distinguished solution of (R) at infinity is satisfied only in the minimal genus Gmin

(see Theorem 1.30).
The following definition extends the notion of a distinguished solution (also called a principal

solution) of (R) at infinity for a controllable system (H) in [21, pg. 53].

Definition 1.18. Let G be a genus of conjoined bases of (H) with the orthogonal projector RG(t) in

(1.9). A symmetric solution Q̂(t) of the Riccati equation (R) is said to be a distinguished solution at

infinity if the matrix Q̂(t) is defined on an interval [α,∞) ⊆ [α∞,∞) and its corresponding matrix

F̂α(t) in (1.23) satisfies F̂ †α(t)→ 0 as t→∞.
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The notion in Definition 1.18 also extends the distinguished solution of the Riccati equation (R)
introduced by W. T. Reid in [66, Section IV] and [68, Section 2.7], which in our context corresponds
to the maximal genus G = Gmax (for which RG(t) ≡ I).

The main results of this section compare the properties of distinguished solutions at infinity of the
Riccati equation (R) with the properties of principal solutions of system (H) at infinity belonging to
the genus G. For this purpose we recall the definition of the latter object. Following [80, Definition 7.1],

we say that a conjoined basis (X̂, Û) of (H) is a principal solution at infinity if (X̂, Û) has constant

kernel on [α,∞) and its corresponding matrix Ŝα(t) defined by

Ŝα(t) :=

∫ t

α
X̂†(s)B(s) X̂†T (s) ds, t ∈ [α,∞), (1.31)

satisfies Ŝ†α(t) → 0 as t → ∞. In this case we will say that (X̂, Û) is a principal solution of (H)
at infinity with respect to the interval [α,∞). By (1.13), the principal solutions of (H) can be

classified according to the rank of X̂(t) on [α,∞). In particular, the minimal principal solution

(X̂min, Ûmin) of (H) at infinity satisfies rank X̂min(t) = n − d∞, while the maximal principal solution

(X̂max, Ûmax) of (H) at infinity is determined by rank X̂max(t) = n, hence X̂max(t) is invertible on
[α,∞), see [80, Remark 7.2].

In the next proposition we recall from [80, Theorem 7.6] and [79, Theorems 7.6] the characteriza-
tion of the nonoscillation of system (H) by the existence of a principal solution of (H) at infinity with
any possible rank, as well as the uniqueness of the minimal principal solution.

Proposition 1.19. Assume that (1.3) holds. Then the following statements are equivalent.

(i) System (H) is nonoscillatory.
(ii) There exists a principal solution of (H) at infinity.
(iii) For any integer r satisfying n−d∞ ≤ r ≤ n there exists a principal solution of (H) at infinity

with rank equal to r.

In particular, system (H) is nonoscillatory if and only if there exists a minimal principal solution of
(H) at infinity. In this case the minimal principal solution is unique up to a right nonsingular constant
multiple.

In [80, Equation 7.4] we defined for a nonoscillatory system (H) the point α̂min ∈ [a,∞) by

α̂min := inf
{
α ∈ [a,∞), (X̂min, Ûmin) has constant kernel on [α,∞)

}
, (1.32)

where (X̂min, Ûmin) is the minimal principal solution of (H) at infinity. We note that the equality
d[α,∞) = d∞ holds for every α > α̂min, see [80, Theorem 7.9]. In turn, combining this fact with
formula (1.7) we obtain that

d[α̂min,∞) = d∞, i.e., α̂min ≥ α∞.
In the remaining part of this section we present the main results from [77, Sections 3 and 7],

see Appendix B. The following two results show that in the context of Theorems 1.15 and 1.16 the
distinguished solutions of the Riccati equation (R) correspond to the principal solutions of (H) at
infinity from the genus G.

Theorem 1.20. Let G be a genus of conjoined bases of (H) and RG(t) be the orthogonal projector

in (1.9). Moreover, let Q̂(t) be a distinguished solution of (R) at infinity with respect to the interval

[α,∞) ⊆ [α∞,∞). Then every conjoined basis (X̂, Û) of (H), which is associated with Q̂(t) on [α,∞)
via Theorem 1.16, is a principal solution of (H) at infinity with respect to [α,∞) belonging to G.

Theorem 1.21. Let (X̂, Û) be a principal solution of (H) at infinity with respect to the interval

[α,∞), which belongs to a genus G. Moreover, let Q̂(t) be the Riccati quotient in (1.26) associated

with (X̂, Û) on [α,∞). Then Q̂(t) is a distinguished solution of the Riccati equation (R) at infinity
with respect to [α,∞).
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From Theorems 1.20 and 1.21 it follows that the property of the existence of a principal solution
of (H) at infinity in the genus G, as stated in [80, Theorem 7.12], transfers naturally to the existence
of a distinguished solution of the associated Riccati equation (R).

Corollary 1.22. Let G be a genus of conjoined bases of (H) with the orthogonal projector RG(t) in
(1.9). Then there exists a principal solution of (H) at infinity belonging to the genus G if and only
if there exists a distinguished solution of the Riccati equation (R) at infinity. In this case, the set of

all Riccati quotients in (1.26), which correspond to the principal solutions (X̂, Û) of (H) at infinity

from the genus G, coincides with the set of all matrices RG Q̂RG, where Q̂ is a distinguished solution
of (R) at infinity.

In the following result we characterize the nonoscillation of system (H) in terms of the existence
of a distinguished solution of (R) in a given (or every) genus G. This corresponds to Proposition 1.19
regarding the principal solutions of (H) at infinity.

Theorem 1.23. Assume that (1.3) holds. Then the following statements are equivalent.

(i) System (H) is nonoscillatory.
(ii) There exists a distinguished solution of the Riccati equation (R) for some genus G.
(iii) There exists a distinguished solution of the Riccati equation (R) for every genus G.

The result in Theorem 1.23 justifies the development of the theory of genera of conjoined bases for
possibly oscillatory system (H) in Section 1.2. Of course, assuming that system (H) is nonoscillatory,
then it is sufficient to use the theory of genera of conjoined bases from [80, Section 6] and [82, Section 4]
for the construction of distinguished solutions of the Riccati equation (R) for a genus G. It is the
converse to this implication, which requires a more general approach, since in this case we need to
define the coefficients of equation (R) without the assumption of nonoscillation of system (H).

In the following result we present a mutual classification of all distinguished solutions of (R). This
classification is formulated in terms of the initial values of the involved distinguished solutions at some
point α from the maximal interval (α̂min,∞).

Theorem 1.24. Assume that (1.3) holds and system (H) is nonoscillatory with α̂min and RΛ∞(t)
defined in (1.32) and (1.8), respectively. Let G be a genus of conjoined bases of (H) and let RG(t)

be the matrix in (1.9). Moreover, let Q̂(t) be a distinguished solution of the Riccati equation (R) at
infinity. Then a symmetric solution Q(t) of (R) defined on a neighborhood of some point α ∈ (α̂min,∞)
is a distinguished solution at infinity if and only if

RΛ∞(α)Q(α)RΛ∞(α) = RΛ∞(α) Q̂(α)RΛ∞(α). (1.33)

In the next three results we study the minimality of distinguished solutions of (R). This minimality
property needs to be understood in the following sense. For every symmetric solution Q(t) of (R) there
exists a distinguished solution of (R), which exists on the same interval and is at the same time smaller
than Q(t) on this interval (Theorems 1.25 and 1.26). On the other hand, any symmetric solution of
(H), which is smaller than a distinguished solution of (H) on some interval, is a distinguished solution
itself with respect to this interval (Theorem 1.27). However, in general there is no universal “smallest”
distinguished solution of (R), see Remark 1.28 below. We note that in the first result we consider the
case when the solutions satisfy condition (1.16), while in the second and third result this assumption
is removed.

Theorem 1.25. Assume (1.3). Let G be a genus of conjoined bases of (H) with the matrix RG(t) in
(1.9) and let Q(t) be a symmetric solution of the Riccati equation (R) on [α,∞) ⊆ [α∞,∞) such that

inclusion (1.16) holds. Then there exists a distinguished solution Q̂(t) of (R) at infinity with respect

to [α,∞) satisfying(1.16) such that Q(t) ≥ Q̂(t) for every t ∈ [α,∞).

Theorem 1.26. Assume (1.3). Let G be a genus of conjoined bases of (H) with the orthogonal
projector RG(t) in (1.9). Let Q(t) be a symmetric solution of the Riccati equation (R) on [α,∞) ⊆
[α∞,∞). Then there exists a distinguished solution Q̂(t) of (R) at infinity with respect to [α,∞) such

that the inequality Q(t) ≥ Q̂(t) holds for every t ∈ [α,∞).
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We note that the converse to Theorem 1.26 also holds. More precisely, if Q̂(t) is a distinguished
solution of (R) at infinity with respect to the interval [α,∞), then every symmetric solution Q(t) of

(R), which satisfies the condition Q(α) ≥ Q̂(α), exists on the whole interval [α,∞) and the inequality

Q(t) ≥ Q̂(t) holds for every t ∈ [α,∞). This observation is a direct application of Theorem 1.13 with

Q := Q̂ and Q̃ := Q.

Theorem 1.27. Assume (1.3) and let G be a genus of conjoined bases of (H) with the matrix RG(t)

in (1.9). Let Q̃(t) be a distinguished solution of the Riccati equation (R) with respect to the interval
[α,∞) ⊆ [α∞,∞). Moreover, let Q(t) be a symmetric solution of (R) on [α,∞) satisfying the initial

condition Q̃(α) ≥ Q(α). Then Q(t) is a distinguished solution of (R) at infinity with respect to [α,∞)

and the inequality Q̃(t) ≥ Q(t) holds for all t ∈ [α,∞).

Remark 1.28. Given a genus G of conjoined bases of (H) with the matrix RG(t) defined in (1.9),

let Q̂(t) be a distinguished solution of (R) at infinity with respect to the interval [α,∞) ⊆ [α∞,∞).

Then there exist distinguished solutions Q̂∗(t) and Q̂∗∗(t) of (R) satisfying

Q̂∗(t) ≤ Q̂(t) ≤ Q̂∗∗(t), t ∈ [α,∞). (1.34)

The solutions Q̂∗(t) and Q̂∗∗(t) are given, for example, by the initial conditions

Q̂∗(α) = Q̂(α)− I +RΛ∞(α) and Q̂∗∗(α) = Q̂(α) + I −RΛ∞(α), (1.35)

where RΛ∞(t) is the orthogonal projector defined in (1.8). Therefore, for the case of a general (not
necessarily controllable) system (H) the partially ordered set of all distinguished solutions of (R) has
neither a minimal element nor a maximal element.

The considerations in Theorems 1.24 and 1.25 show that for the minimal genus Gmin, i.e., for
RG(t) = RΛ∞(t), there exists a uniquely determined distinguished solution of (R) with

A(t) := A(t)RΛ∞(t)−AT (t) [I −RΛ∞(t)],

B(t) := B(t),

C(t) := RΛ∞(t)C(t)RΛ∞(t),





t ∈ [α∞,∞), (1.36)

which is the smallest element in the set of all symmetric solutions Q(t) of (R) satisfying (1.16).

Definition 1.29. Let Gmin be the minimal genus of conjoined bases of (H) with the minimal orthogonal

projector RΛ∞(t) in (1.8). A symmetric solution Q̂(t) of the Riccati equation (R) with the coefficients

in (1.36) is said to be a minimal distinguished solution at infinity if the matrix Q̂(t) is defined on
an interval [α,∞) ⊆ [α∞,∞) such that

Im Q̂(t) ⊆ ImRΛ∞(t), t ∈ [α,∞), (1.37)

and its corresponding matrix F̂α(t) in (1.23) satisfies F̂ †α(t)→ 0 as t→∞.

The following result shows the existence and uniqueness of the minimal distinguished solution of
(R) for the minimal genus Gmin, as well as its minimality property.

Theorem 1.30. Assume (1.3). Then system (H) is nonoscillatory if and only if there exists a minimal

distinguished solution Q̂(t) of the Riccati equation (R) with the coefficients in (1.36). In this case, the

minimal distinguished solution Q̂(t) is determined uniquely and any symmetric solution Q(t) of (R)

on [α,∞) ⊆ [α∞,∞) with (1.37) satisfies Q(t) ≥ Q̂(t) on [α,∞).

The minimal distinguished solution of (R) at infinity in Theorem 1.30 will be denoted by Q̂min.

The minimal distinguished solution Q̂min plays for the theory of Riccati differential equations (R) or

(R) a similar role as the minimal principal solution (X̂min, Ûmin) of (H) at infinity for the theory of
principal solutions at infinity.

Remark 1.31. When system (H) is completely controllable, the main results of this section give the
classical statements about the distinguished solutions at infinity of the Riccati equation (R). More
precisely, the following holds.
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• The results in Corollary 1.22 and Theorem 1.24 yield the correspondence between the unique
principal solution of (H) at infinity and the unique distinguished solution of (R) at infinity,
see [21, pg. 53] or [68, pp. 45–46].
• The result in Theorem 1.23 provides a characterization of the nonoscillation of system (H)

in terms of the existence of the unique distinguished solution of (R) at infinity, see the
necessary condition in [67, Theorem VII.3.3]. Note that the nonoscillation of (H) is defined
in [67, Section VII.3] in terms of disconjugacy of (H), i.e., in terms of the nonexistence of
mutually conjugate points, which is a stronger concept than the nonoscillation of (H). We
note also that the sufficiency part of Theorem 1.23 is new also in the completely controllable
case.
• The results in Theorems 1.26 and 1.27 yield the minimality property of the unique distin-

guished solution of (R) at infinity, see [21, Theorem 8, pg. 54] or [68, Theorem IV.4.2].

Indeed, in this case d∞ = 0 and there is only one minimal/maximal genus of conjoined bases of (H).
This implies that α∞ = a and the orthogonal projector RΛ∞(t) in (1.8) satisfies RΛ∞(t) ≡ I on [a,∞).
Therefore, the unique Riccati equation (R) associated with the minimal/maximal genus coincides with
the classical Riccati equation (R). Moreover, under the Legendre condition (1.3) the nonoscillation

of system (H) is then equivalent with the existence of a unique (minimal) distinguished solution Q̂ of

(R) at infinity. In addition, the matrix Q̂ constitutes the smallest symmetric solution of the Riccati
equation (R), that is, every symmetric solution Q of (R) on [α,∞) ⊆ [a,∞) satisfies inequality (1.17).

1.5. Riccati quotients and comparative index

The Riccati quotient Q(t) defined in (1.26), resp. in (1.25), represents an important tool in the
investigations related to the Sturmian theory of system (H). In particular, the results in Section 2.1
show that the changes in the index (i.e., the number of negative eigenvalues) of the difference of two
such Riccati quotients determine the difference between the numbers of focal points of two conjoined
bases of a completely controllable system (H).

A mathematical tool, which describes in full generality such behavior, is the comparative index
invented by Elyseeva [32,33]. The comparative index µ(Y, Ỹ ) and the dual comparative index µ∗(Y, Ỹ )

of two constant real 2n× n matrices Y = (X,U) and Ỹ = (X̃, Ũ) satisfying

Y TJ Y = 0, Ỹ TJ Ỹ = 0, rankY = n = rank Ỹ (1.38)

are nonnegative integers (between 0 and n) defined by the equations

µ(Y, Ỹ ) := rankM+ indP, µ∗(Y, Ỹ ) := rankM+ ind(−P), (1.39)

where

M := (I −X†X)W (Y, Ỹ ), P := V [W (Y, Ỹ )]TX†X̃V, V := I −M†M (1.40)

are n × n matrices with W (Y, Ỹ ) := Y TJ Ỹ being the Wronskian of Y and Ỹ . The 2n × 2n matrix
J is defined in (1.1). Here indP denotes the index (i.e., the number of negative eigenvalues) of the
symmetric matrix P. Originally, the comparative index was developed for the discrete oscillation
theory (see below) due to its connection with the “discrete focal points” [27, 32, 33]. This new
approach allowed to solve several difficult open problems pertaining e.g. exact Sturmian separation
and comparison theorems on compact interval (Section 2.2), a detailed distribution of focal points
of conjoined bases throughout the given interval (Theorem 2.8), singular Sturmian separation and
comparison theorems on unbounded intervals (Section 2.3), or the development of the oscillation theory
of system (H) without the Legendre condition (1.3) in [38–40]. Comparative index also produced
several important generalizations in the spectral theory [37–39].

The definition of the comparative index shows that it can be expressed in terms of the Riccati
quotients as in (1.27), which are associated with the matrices Y and Ỹ . More precisely, let Q and Q̃
be any symmetric n× n matrices such that

XTQX = XTU, X̃T Q̃X̃ = X̃T Ũ . (1.41)
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For example, according to (1.26) we can choose the symmetric matrices

Q := XX†UX†, Q̃ := X̃X̃†ŨX̃†. (1.42)

Then the matrix P in (1.40) has the form

P = V X̃T (Q̃−Q)X̃V, (1.43)

see e.g. [27, Theorem 3.2(iii)]. In particular, if the matrices X and X̃ are invertible, then M = 0,
V = I, and equations (1.39), (1.42), and (1.43) yield that

µ(Y, Ỹ ) = ind(Q̃−Q), µ∗(Y, Ỹ ) = ind(Q− Q̃), Q := UX−1, Q̃ := ŨX̃−1. (1.44)

In the next chapter we will demonstrate the utility of the comparative index and the dual comparative
index for the development of a precise Sturmian theory of system (H).





CHAPTER 2

Sturmian theory for linear Hamiltonian systems

Oscillation theory of linear Hamiltonian systems and Sturm–Liouville differential equations repre-
sents a classical topic in the qualitative theory of differential equations. Standard references include
the monographs [11,21,30,46,58,67,69] by Atkinson, Coppel, Elias, Hartman, Kratz, and Reid, or
more recently [9,56,70] by Amrein et al., Johnson, Obaya, Novo, Nũnez, Fabbri, and Rofe-Beketov
and Kholkin. In this chapter we present an overview of the Sturmian separation and comparison
theorems for linear Hamiltonian systems and our recent contributions to this subject.

Linear Hamiltonian systems (H) without the complete controllability assumption are intensively
studied in the literature. For example, Johnson, Novo, Nũnez, and Obaya proved in [54, Theorem 3.6]
a formula connecting the rotation number of system (H) with the number of left proper focal points
of a conjoined basis (X,U) of (H) in (a, b] when b → ∞. Uncontrollable systems (H) were also
considered in [41,53,55] in the relation with the notion of a weak disconjugacy of (H) and dissipative
control processes, and in [66,76,79–83] when studying the principal solutions of (H) at infinity. Let
us mention that the transformation theory of linear Hamiltonian systems developed by Došlý and
Elyseeva in [23–25, 35, 36] is an important tool in the investigations of their qualitative properties,
both in the context of the controllable and uncontrollable systems.

In this chapter we consider nonoscillatory linear Hamiltonian systems, as defined in [92]. If the
systems are oscillatory, then it is possible to measure a comparison of two such systems by means
of the concept of relative oscillation. For completely controllable systems it was developed by Došlý
in [26], which was extended to possibly uncontrollable systems by Elyseeva in [38].

2.1. Review of Sturmian theory for controllable systems

Regarding the compact interval I = [a, b], basic Sturmian separation and comparison theorems
for the second order Sturm–Liouville differential equations are presented in [46, Theorem XI.3.1]
or [69, Theorem II.3.2(a)]. An extension of these results to completely controllable linear Hamiltonian
systems (H) was derived in [20, Theorem 4] by Coppel, in [10, pg. 252] by Arnold (also quoted in [70,
Theorem 4.8]), and in [58, Section 7.3] by Kratz. The notion of a completely controllable system (H)
was defined in Section 1.1. In particular, we remark that Kratz proved in [58, Theorem 4.1.3] the
following result.

Proposition 2.1. Assume that the Legendre condition (1.3) holds on the interval I. Then system
(H) is completely controllable on I if and only if for every conjoined basis (X,U) of (H) the matrix
X(t) is singular only at isolated points in the interval I.

As it is demonstrated in the above proposition, the development of the classical Sturmian theory
for linear Hamiltonian system (H) is based on two assumptions. Namely,

• the validity of the Legendre condition (1.3) on the interval [a, b] and
• the complete controllability (or the identical normality) of system (H) on [a, b].

The above result justifies the following definition. A point t0 ∈ I is a focal point of a conjoined basis
(X,U) of (H) if X(t0) is singular, and then

m(t0) := def X(t0) = dim KerX(t0), m(t0) ≤ n, (2.1)

is its multiplicity. Here we use the terminology defect of a matrix (denoted by def) for the dimension
of its kernel. For convenience we denote by m(I) and m̂(I) the total number of focal points of the

15



16 Chapter 2. Sturmian theory

conjoined bases (X,U) and (X̂, Û) of (H) in the interval I, that is,

m(I) :=
∑

t∈I
m(t), m̂(I) :=

∑

t∈I
m̂(t), (2.2)

where m̂(t0) is the multiplicity of the focal point t0 of (X̂, Û) defined according to (2.1). Under the
Legendre condition (1.3) the sums in (2.2) are finite when the interval I is compact or when the
interval I is unbounded from above and system (H) is nonoscillatory. If we deal with an interval I
with specific endpoints, such as the intervals I = (a, b] or [a, b) or (a, b) or (a,∞) etc., then we write
m(a, b] or m̂(a, b] etc. for simplicity in the corresponding context.

2.1.1. Sturmian separation theorems. In [67, Corollary 1, pg. 366] or [69, Corollary 1,
pg. 306], Reid proved the following Sturmian separation theorem for a completely controllable system
(H) on an arbitrary bounded interval I. The numbers of focal points in the interval I of any two

conjoined bases (X,U) and (X̂, Û) of system (H) differ by at most n (which is the maximal multiplicity
of a focal point), i.e., ∣∣m(I)− m̂(I)

∣∣ ≤ n. (2.3)

Moreover, an improved estimate was derived in [69, Corollary 3, pp. 307–308] saying that
∣∣m(I)− m̂(I)

∣∣ ≤ n−m, (2.4)

where m is the defect (i.e., the dimension of the kernel) of the Wronskian of the two conjoined bases

(X,U) and (X̂, Û). In addition, for one conjoined basis (X,U) of (H) the difference between the
numbers of its focal points in (a, b] and in [a, b) equals to the value

def X(b)− def X(a) = rankX(a)− rankX(b). (2.5)

Specific results were also obtained for the principal solution (Xs, Us) of system (H) at the point s ∈ I,
which we defined in (1.12). In this case we denote the number of focal points of (Xs, Us) in the interval
I by ms(I) in the spirit of (2.2). Then the result in [67, Corollary 2, pg. 366] or [69, Corollary 2,
pg. 307] states that for any conjoined basis (X,U) of system (H) we have

ma(a, b)− n ≤ m(a, b) ≤ ma(a, b) + n, (2.6)

ma(a, b]− n ≤ m(a, b] ≤ ma(a, b] + n, (2.7)

while from [69, Theorem 8.3] we obtain that

ma(a, b) = mb(a, b), ma(a, b] = mb[a, b). (2.8)

As a continuation of the above results, Kratz derived in [58, Section 7.3] exact formulas for the

difference of focal points in the open interval I = (a, b) of two conjoined bases (X,U) and (X̂, Û) of
system (H) by using the index (i.e., the number of negative eigenvalues) of the difference between the
associated Riccati quotients. Namely, the results in [58, Theorem 7.3.1, pg. 194] states that

m(a, b)− m̂(a, b) = ind(Q̂−Q)(b−)− ind(Q̂−Q)(a+), (2.9)

m(a, b)− m̂(a, b) = ind(Q− Q̂)(a+)− ind(Q− Q̂)(b−), (2.10)

where Q(t) := U(t)X−1(t) and Q̂(t) := Û(t) X̂−1(t) according to (1.25) and where ind(Q̂ − Q)(t±0 )

denote the one-sided limits of the index of the matrix Q̂(t) − Q(t). Note that ind[Q̂(t) − Q(t)] is
a piecewise constant quantity in the interval (a, b) under the Legendre condition (1.3) and that the
difference on the right-hand side of (2.9) and (2.10) is always less or equal to n, which complies with
the earlier estimate by Reid in (2.3). Moreover, by using the principal solutions at a and b, Kratz
obtained in [58, Corollary 7.3.2, pg. 196] that for any conjoined basis (X,U) of (H) we have

m(a, b) = ma(a, b) + ind(Qa −Q)(b−) ≥ ma(a, b), (2.11)

m(a, b) = mb(a, b) + ind(Q−Qb)(a+) ≥ mb(a, b), (2.12)

where Qs(t) := Us(t)X
−1
s (t).
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A singular Sturmian separation theorem for a completely controllable and nonoscillatory system
(H) on I = [a,∞) was derived in [29] by Došlý and Kratz. The main ingredient is the concept of
the principal solution of system (H) at infinity, which we discussed in Section 1.4. Following (1.31),
the principal solution of (H) at infinity is defined as a conjoined basis (X∞, U∞) such that X∞(t) is
invertible on an interval [α,∞) for some α ≥ a and the matrix

T∞ = 0, where T∞ := lim
t→∞

(∫ t

α
X−1∞ (s)B(s)XT−1

∞ (s) ds

)−1
. (2.13)

The principal solution (X∞, U∞) at infinity exists and is unique (up to a constant right invertible
multiple) by Proposition 1.19. Then in [29, Theorem 1] it is shown that, under the Legendre condition
(1.3), for any conjoined basis (X,U) of (H) we have the estimate

m[a,∞) ≥ m∞[a,∞), (2.14)

where m∞[a,∞) denotes the number of focal points of the (unique) principal solution of (H) at infinity
in the indicated interval [a,∞). Moreover, the result in [29, Corollary 1] states that if the interval
I = R = (−∞,∞), then the numbers of focal points of the principal solutions of (H) at infinity and
at minus infinity in the whole interval R satisfy

m∞(−∞,∞) = m−∞(−∞,∞), (2.15)

which is a singular version of the first equality in (2.8). Moreover, by taking the limit for a→ −∞ in
(2.14) we obtain for any conjoined basis (X,U) of (H) the estimate

m(−∞,∞) ≥ m∞(−∞,∞). (2.16)

2.1.2. Sturmian comparison theorems. Next we review the Sturmian comparison theorems,
which provide estimates for the numbers of focal points of two conjoined bases of two possibly different
completely controllable linear Hamiltonian systems. Thus, together with system (H) we consider
another linear Hamiltonian system

ŷ′ = J Ĥ(t) ŷ, t ∈ I, (Ĥ)

where the coefficient matrix Ĥ : I → R2n×2n is piecewise continuous and symmetric on I. Moreover,
we assume that the matrices H(t) in system (H) and Ĥ(t) in system (Ĥ) are related by the Sturmian
majorant condition

H(t) ≥ Ĥ(t) for all t ∈ I. (2.17)

In this setting we say that system (H) is a Sturmian majorant of (Ĥ), or that system (Ĥ) is a Sturmian

minorant of (H). In addition to (2.17) we assume that the minorant system (Ĥ) satisfies the Legendre
condition

B̂(t) ≥ 0 for all t ∈ I. (2.18)

Here B̂(t) is the lower right n×n block of Ĥ(t), i.e., we partition the matrix Ĥ(t) similarly to (1.1) as

Ĥ(t) =

(
−Ĉ(t) ÂT (t)

Â(t) B̂(t)

)
, t ∈ I, (2.19)

where Â(t), B̂(t), Ĉ(t) are piecewise continuous n × n matrix-valued functions on I with B̂(t) and

Ĉ(t) being symmetric for t ∈ I. Assumption (2.17) then implies that the Legendre condition (1.3)

holds also for the majorant system (H). Given a conjoined basis (X̂, Û) of system (Ĥ), we denote by
m̂(I) the total number of its focal points in the interval I, following the notation in (2.2).

In [20, Theorem 4], Coppel derived under assumptions (2.17) and (2.18) a comparison result on

a bounded interval I for the principal solutions (Xa, Ua) and (X̂a, Ûa) of systems (H) and (Ĥ) at the
point a in the form

ma(a, b] ≥ m̂a(a, b]. (2.20)

Such estimates are also known in the works by Arnold in [10, pg. 252], which is also quoted in [70,
Theorem 4.8] by Roffe-Beketov and Kholkin. However, the latter two references use the majorant

condition (2.17) together with the strengthened Legendre condition B̂(t) > 0 on the interval I. On
the other hand, in [58, Theorem 7.3.1, pg. 194], Kratz derived the Sturmian comparison theorem for
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the open interval I = (a, b) saying that for any two conjoined bases (X,U) and (X̂, Û) of systems (H)

and (Ĥ) we have the estimates

m(a, b)− m̂(a, b) ≥ ind(Q̂−Q)(b−)− ind(Q̂−Q)(a+), (2.21)

m(a, b)− m̂(a, b) ≥ ind(Q− Q̂)(a+)− ind(Q− Q̂)(b−), (2.22)

where Q(t) := U(t)X−1(t) and Q̂(t) := Û(t) X̂−1(t) as we discussed above. Moreover, by using the

principal solutions at a and b of system (Ĥ) in the place of (X̂, Û), Kratz obtained in [58, Corol-
lary 7.3.2, pg. 196] that for any conjoined basis (X,U) of (H) we have the estimates

m(a, b) ≥ m̂a(a, b) + ind(Q̂a −Q)(b−) ≥ m̂a(a, b), (2.23)

m(a, b) ≥ m̂b(a, b) + ind(Q− Q̂b)(a+) ≥ m̂b(a, b), (2.24)

where Q̂s(t) := Ûs(t) X̂
−1
s (t). Note that according to the Sturmian separation theorem in (2.8) applied

to system (Ĥ) we have m̂b(a, b) = m̂a(a, b) in (2.24). By taking (X,U) := (Xa, Ua) being the principal
solution of system (H) at a we obtain from (2.23) and (2.24) the inequality

ma(a, b) ≥ m̂a(a, b), (2.25)

which complements the earlier estimate in (2.20) by Coppel.
Regarding an open or unbounded interval I, a singular Sturmian comparison theorem for the

second order Sturm–Liouville differential equations was obtained in [1, Theorem 1(i)] by Aharonov
and Elias. Moreover, a singular comparison theorem for completely controllable and nonoscillatory
systems (H) and (Ĥ) on I = [a,∞) was derived in [29, Theorem 2] by Došlý and Kratz. More precisely,
for any conjoined basis (X,U) of (H) we have the estimate

m[a,∞) ≥ m̂∞[a,∞), (2.26)

where m̂∞[a,∞) denotes the number of focal points of the (unique) principal solution of the minorant

system (Ĥ) at infinity. Moreover, if assumptions (2.17) and (2.18) hold on the unbounded interval
I = (−∞,∞), then we obtain from (2.26) by taking the limit for a → −∞ for any conjoined basis
(X,U) of (H) the estimate

m(−∞,∞) ≥ m̂∞(−∞,∞). (2.27)

Note that additional results about the singular Sturmian comparison theorems for completely control-
lable systems (H) and (Ĥ) will be presented in Corollary 2.26 and in Subsection 2.3.3.

In the next sections we will show how the above estimates are generalized to possibly abnormal
systems (H) and (Ĥ) on bounded and/or unbounded intervals I. Moreover, we will also see that
several results regarding possibly uncontrollable linear Hamiltonian systems are new even for systems,
which are completely controllable.

2.2. General Sturmian theory on compact interval

The Sturmian separation and comparison theorems on the compact interval I for possibly abnormal
(or uncontrollable) systems (H) were derived in [60, Corollary 4.8] and [91, Theorems 1.2–1.5] by Kratz
and Šimon Hilscher. This new theory employs the notion of a generalized (or proper) focal point of
a conjoined basis of (H), which was introduced in [59] by Kratz and subsequently more specified [96]
by Wahrheit, who defined the corresponding multiplicities of left and right proper focal points, see
equations (2.30) and (2.31) below.

In this section we consider the compact interval I = [a, b]. In the previous section we saw that the
classical Sturmian theory for linear Hamiltonian system (H) is based on the complete controllability
assumption. When this assumption is removed, Kratz and independently Fabbri, Johnson, and Núñez
showed in [59, Theorem 3] and [42, Proof of Lemma 3.6(a)] the following result.

Proposition 2.2. Assume that the Legendre condition (1.3) holds on I = [a, b]. Then for any con-
joined basis (X,U) of system(H) the kernel of X(t) is piecewise constant on [a, b]. More precisely, for
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a given conjoined basis (X,U) of (H) there exists a partition a = t0 < t1 < · · · < tm = b such that
KerX(t) is constant on the open interval (tj , tj+1) for all j ∈ {0, 1, . . . ,m− 1} and

KerX(t−j ) ⊆ KerX(tj), j ∈ {1, 2, . . . ,m}, (2.28)

KerX(t+j ) ⊆ KerX(tj), j ∈ {0, 1, . . . ,m− 1}. (2.29)

The quantities KerX(t±j ) in (2.28) and (2.29) denote the limits of the constant set KerX(t) as

t → t±j . The inclusions in (2.28) and (2.29) follow from the continuity of the matrix X(t) on [a, b].

In the subsequent work [96], Wahrheit defined the point t0 ∈ (a, b] to be a left proper focal point of
(X,U) if KerX(t−0 ) $ KerX(t0), with the multiplicity

mL(t0) := def X(t0)− def X(t−0 ) = rankX(t−0 )− rankX(t0). (2.30)

In a similar way we define t0 ∈ [a, b) to be a right proper focal point of (X,U) by the condition
KerX(t+0 ) $ KerX(t0), with the multiplicity

mR(t0) := def X(t0)− def X(t+0 ) = rankX(t+0 )− rankX(t0). (2.31)

The notations def X(t±0 ) and rankX(t±0 ) represent the one-sided limits at t0 of the piecewise constant
quantities def X(t) and rankX(t).

Let (X,U) and (X̂, Û) be two conjoined bases of system (H). Moreover, given a point s ∈ [a, b]
let (Xs, Us) be the principal solution of (H) at the point s ∈ [a, b] as we defined in (1.12). We set

Y (t) :=

(
X(t)
U(t)

)
, Ŷ (t) :=

(
X̂(t)

Û(t)

)
, Ys(t) :=

(
Xs(t)
Us(t)

)
, t ∈ [a, b], (2.32)

which are 2n × n matrix solutions of system (H). This notation will be used in particular when we
deal with conjoined bases of system (H) combined together with the comparative index. It will be
also useful for calculating the Wronskian of two conjoined bases, as it is shown in (1.38).

For convenience we denote by mL(a, b], m̂L(a, b], and mLs(a, b] the total number of left proper

focal points of Y , Ŷ , and Ys in the half-open interval (a, b], respectively. Similarly, we denote by

mR[a, b), m̂R[a, b), and mRs[a, b) the total number of right proper focal points of Y , Ŷ , and Ys in the
half-open interval [a, b), respectively. We note that the left and right proper focal points are always
counted including their multiplicities. By (2.30) and (2.31) we then have the equalities

mL(a, b] =
∑

t∈(a,b]
mL(t), mR[a, b) =

∑

t∈[a,b)
mR(t). (2.33)

Under (1.3) these sums are always finite, compare with the notation in (2.2).
The first Sturmian separation theorems for a possibly uncontrollable system (H) on bounded

interval I were derived in [91] by Šimon Hilscher by using the eigenvalue theory for a certain perturbed
linear Hamiltonian system. In [91, Theorem 1.4] and [60, Remark 4.7] it is shown that under (1.3)
for any conjoined basis (X,U) of system (H) we have the estimates

mLa(a, b] ≤ mL(a, b] ≤ mLa(a, b] + n, (2.34)

mRb[a, b) ≤ mR[a, b) ≤ mRb[a, b) + n. (2.35)

These inequalities imply, see [91, Theorem 1.5], that for any conjoined bases (X,U) and (X̂, Û) of
(H) we have the estimates

∣∣mL(a, b]− m̂L(a, b]
∣∣ ≤ n, (2.36)

∣∣mR[a, b)− m̂R[a, b)
∣∣ ≤ n, (2.37)

which generalize the results in (2.3) and (2.7) to possibly uncontrollable systems. Moreover, from [60,
Corollary 4.8] we know that

mLa(a, b] = mRb[a, b). (2.38)

The first Sturmian comparison theorems for two possibly uncontrollable systems (H) and (Ĥ) satisfying
the majorant condition (2.17) and the Legendre condition (2.18) were also derived in [91]. Note that
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the roles of the systems (H) and (Ĥ) in [91] are interchanged. More precisely and with the notation

in (2.17), the result in [91, Theorem 1.2] states that for any conjoined basis (X̂, Û) of system (Ĥ) we
have the estimate

m̂L(a, b] ≤ mLa(a, b] + n, (2.39)

while [91, Theorem 1.3] states that for any conjoined basis (X,U) of (H) we have the estimate

mL(a, b] ≥ m̂La(a, b]. (2.40)

By using [60, Remark 4.7] the estimates in (2.39) and (2.40) can be reformulated as

m̂R[a, b) ≤ mRb[a, b) + n, (2.41)

mR[a, b) ≥ m̂Rb[a, b). (2.42)

We will comment about our contribution to this subject in Section 2.3.

2.2.1. Sturmian separation theorems. Using the above notation we can formulate a precise
Sturmian separation theorem for system (H), which involves the comparative index when dealing with
the left proper focal points and the dual comparative index when dealing with the right proper focal
points. In this subsection we present the mains results from [84, Sections 4–6], see Appendix C. We
also add some closely related results from [89, Section 1 and 3]. The next result was independently
obtained also in [34, Theorem 2.3] by Elyseeva.

Theorem 2.3 (Sturmian separation theorem). Assume that (1.3) holds. Then for any conjoined bases

Y and Ŷ of (H) we have the equalities

mL(a, b]− m̂L(a, b] = µ
(
Y (b), Ŷ (b)

)
− µ

(
Y (a), Ŷ (a)

)
, (2.43)

mR[a, b)− m̂R[a, b) = µ∗
(
Y (a), Ŷ (a)

)
− µ∗

(
Y (b), Ŷ (b)

)
. (2.44)

In the following we provide a formula, which relates the number of left proper focal points in (a, b]
and the number of right proper focal points in [a, b) for one conjoined basis of (H). This extends the
information provided in (2.5) to possibly uncontrollable system (H).

Theorem 2.4. Assume that (1.3) holds. Then for any conjoined basis (X,U) of (H) its numbers of
left proper focal points in (a, b] and right proper focal points in [a, b) satisfy

mL(a, b] + rankX(b) = mR[a, b) + rankX(a). (2.45)

The next two results demonstrate that the principal solutions Ya and Yb of system (H) at the
points a and b play a prominent roles in the presented Sturmian theory of (H). The numbers

mLa(a, b], mRa[a, b), mLb(a, b], mRb[a, b) (2.46)

turn out to be essential parameters of system (H) on the interval [a, b]. More precisely, they are
optimal bounds for the numbers of left and right proper focal points of any conjoined basis (X,U)
in (a, b] and [a, b), respectively. In the next results we use the notation from (2.32) regarding the
principal solutions Ya and Yb of (H).

Theorem 2.5. Assume that (1.3) holds. With the notation in (2.46) we have for the left and right focal
points of the principal solutions (Xa, Ua) and (Xb, Ub) in (a, b] and [a, b), respectively, the equalities

mLb(a, b] = mLa(a, b] + rankXa(b) = mLa(a, b] + rankXb(a), (2.47)

mRa[a, b) = mRb[a, b) + rankXb(a) = mRb[a, b) + rankXa(b), (2.48)

mRa[a, b) = mLb(a, b], mLa(a, b] = mRb[a, b). (2.49)

Note that the second equality in (2.49) is known in (2.38), while the first equality in (2.49) is new.

Theorem 2.6 (Sturmian separation theorem). Assume that (1.3) holds. Then for any conjoined basis
(X,U) of (H) we have the inequalities

mLa(a, b] ≤ mL(a, b] ≤ mLb(a, b], (2.50)

mRb[a, b) ≤ mR[a, b) ≤ mRa[a, b). (2.51)
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According to (2.49) in Theorem 2.5, the lower bounds in (2.50) and (2.51) are the same, as well
as the upper bounds in (2.50) and (2.51) are the same. Moreover, these lower and upper bounds are
independent on the conjoined basis (X,U). Since these bounds are attained for the specific choices of
(X,U) := (Xa, Ua) and (X,U) := (Xb, Ub), the inequalities in (2.50) and (2.51) cannot be improved –
in the sense that the estimates (2.50) and (2.51) are satisfied for all conjoined bases (X,U) of (H).

In the context of Theorem 2.3 the principal solutions Ya and Yb can be viewed as reference solutions
of system (H) when counting the number of left and right proper focal points in (a, b] and [a, b),
respectively. More precisely, every conjoined basis Y of system (H) satisfies the exact formulas

mL(a, b] = mLa(a, b] + µ(Y (b), Ya(b)), (2.52)

mR[a, b) = mRb[a, b) + µ∗(Y (a), Yb(a)). (2.53)

Inequalities (2.50)–(2.51) together with (2.47)–(2.48) imply directly the optimal and the universal
bound for the difference between the numbers of proper focal points of any two conjoined bases of
system (H). This result improves the estimates in (2.36) and (2.37). Note that this result is also new
in the controllable case, where it generalizes the estimate presented in (2.3).

Corollary 2.7 (Sturmian separation theorem). Assume that (1.3) holds. Then for any conjoined

bases (X,U) and (X̂, Û) of (H) we have the estimates
∣∣mL(a, b]− m̂L(a, b]

∣∣ ≤ rankXa(b) = rankXb(a) ≤ n, (2.54)
∣∣mR[a, b)− m̂R[a, b)

∣∣ ≤ rankXb(a) = rankXa(b) ≤ n, (2.55)
∣∣mL(a, b]− m̂R[a, b)

∣∣ ≤ rankXa(b) = rankXb(a) ≤ n. (2.56)

The results in Theorem 2.6 also pose the natural question, whether for any given integers ` and
r within the lower and upper bounds in (2.50) and (2.51) there exists a conjoined basis Y of system
(H), for which the equalities

mL(a, b] = ` and mR[a, b) = r (2.57)

hold. And if so, then how to determine such a conjoined basis. The answers to both these questions
are presented in the next statement from [89, Theorem 1.1].

Theorem 2.8. Assume that (1.3) holds. Then for any integers ` and r satisfying

mLa(a, b] ≤ ` ≤ mLb(a, b] and mRb[a, b) ≤ r ≤ mRa[a, b) (2.58)

there exists a conjoined basis Y of (H) such that (2.57) holds. Moreover, if ` ≥ r, then the conjoined
basis Y can be chosen with X(a) = I, and if ` ≤ r, then the conjoined basis Y can be chosen with
X(b) = I. In particular, when ` = r the conjoined basis Y may be chosen with both X(a) and X(b)
invertible.

In the case when system (H) is completely controllable on [a, b], then Theorem 2.8 represents
a generalization of the classical result by Reid, see e.g. [69, Theorem V.6.3, pg. 284–285] or [67, The-
orem VII.5.1] in combination with [59, Theorem 1]. We display this result explicitly for an easy
comparison with the results in Section 1.3 regarding the explicit Riccati equation (R), see [89, Theo-
rem 3.2 and Remark 3.3] for more details.

Theorem 2.9. Assume that (1.3) holds and system (H) is completely controllable on [a, b]. Then the
following statements are equivalent.

(i) There exists a conjoined basis (X,U) of (H) such that X(t) is invertible on (a, b].
(ii) For any integer r with 0 ≤ r ≤ n there exists a conjoined basis (X,U) of (H) such that X(t)

is invertible on (a, b] and m(a) = r.
(iii) There exists a conjoined basis (X,U) of (H) such that X(t) is invertible on [a, b).
(iv) For any integer ` with 0 ≤ ` ≤ n there exists a conjoined basis (X,U) of (H) such that X(t)

is invertible on [a, b) and m(b) = `.
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The results in Theorem 2.9 are important for applications. For example, in the theory of Riccati
matrix differential equations, see e.g. [58, 67, 68, 77], they provide a sufficient and also a necessary
condition for the existence of a symmetric solution of (R) on the whole intervals [a, b], (a, b], or [a, b)
by considering the Riccati quotient Q(t) = U(t)X−1(t) in (1.25). We remark that the conjoined basis
(X,U) in part (ii) of Theorem 2.9 can be constructed by prescribing the initial conditions at the point
b. More precisely, all such conjoined bases (X,U) (up to a constant right nonsingular multiple) are
determined as

X(b) = I, U(b) = D +Qa(b), D ≤ 0, indD = rankD = n− r, (2.59)

where Qa is the Riccati quotient in (1.26) associated with the principal solution Ya. Similarly, all
conjoined bases Y (up to a constant right nonsingular multiple) in part (iv) of Theorem 2.9 are
constructed by the initial conditions at the point a. Namely, we have

X(a) = I, U(a) = D +Qb(a), D ≥ 0, ind(−D) = rankD = n− `, (2.60)

where Qb is the Riccati quotient in (1.26) associated with the principal solution Yb.
The above results from the Sturmian theory of system (H) allow to derive additional properties of

the comparative index involving two conjoined bases of (H). These properties are of a local character
and they are expressed in terms of the limit of the comparative index, see [84, Theorems 6.1 and 6.3]
and [34, Theorem 2.3].

Theorem 2.10. Assume that (1.3) holds. Then for any two conjoined bases Y and Ŷ of system (H)
the following properties are satisfied.

(i) The comparative index µ
(
Y (t), Ŷ (t)

)
is piecewise constant on [a, b] and right continuous on

[a, b). In addition,

lim
t→t−0

µ
(
Y (t), Ŷ (t)

)
= µ

(
Y (t0), Ŷ (t0)

)
−mL(t0) + m̂L(t0), t0 ∈ (a, b], (2.61)

and µ
(
Y (t), Ŷ (t)

)
is not left continuous at t0 ∈ (a, b] if and only if mL(t0) 6= m̂L(t0).

(ii) The dual comparative index µ∗
(
Y (t), Ŷ (t)

)
is piecewise constant on [a, b] and left continuous

on (a, b]. In addition,

lim
t→t+0

µ∗
(
Y (t), Ŷ (t)

)
= µ∗

(
Y (t0), Ŷ (t0)

)
−mR(t0) + m̂R(t0), t0 ∈ [a, b), (2.62)

and µ∗
(
Y (t), Ŷ (t)

)
is not right continuous at t0 ∈ [a, b) if and only if mR(t0) 6= m̂R(t0).

The next result shows how to compute the multiplicities in (2.30) and (2.31) of left and right
proper focal points of Y at some point t0 by a limit involving the comparative index.

Theorem 2.11. Assume that (1.3) holds. Let Y be a conjoined basis of (H) and let Yt be the principal
solution of (H) at the point t in (2.32). Then we have

mL(t0) = lim
t→t−0

µ
(
Y (t0), Yt (t0)

)
, t0 ∈ (a, b], (2.63)

mR(t0) = lim
t→t+0

µ∗
(
Y (t0), Yt (t0)

)
, t0 ∈ [a, b). (2.64)

2.2.2. Sturmian comparison theorems. In this is subsection we comment on the Sturmian
separation theorems (in particular on the results in Theorems 2.3 and 2.10) from a more general
context. More precisely, we present the Sturmian comparison theorem for conjoined bases of two
systems of the form (H) and (Ĥ) satisfying the majorant condition (2.17). Along with the basic

systems (H) and (Ĥ) we will also consider a certain transformed linear Hamiltonian system

ỹ′ = J H̃(t) ỹ, t ∈ I, (H̃)

which is related to (H) and (Ĥ) by a symplectic transformation, see formula (2.70) below.
The following exact formula for expressing the numbers of left and right proper focal points of

conjoined bases Y and Ŷ of systems (H) and (Ĥ) on I = [a, b] was derived in [34, Theorem 2.2] by
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Elyseeva. In the spirit of (2.33), we denote by m̂L(a, b] and m̂R[a, b) the total number of left and right

proper focal points of the conjoined basis Ŷ of system (Ĥ) in the indicated interval. Similar notation

m̃L(a, b] and m̃R[a, b) will be used for the conjoined basis Ỹ of system (H̃), see below. Under (1.3)
these sums are always finite. For convenience we define the constant 2n× n matrix

E := (0, I)T , (2.65)

which can be considered, in view of (1.12), as the initial condition for the principal solutions Ys, Ŷs,

Ỹs of systems (H), (Ĥ), (H̃) at the point s ∈ I.

Theorem 2.12. Assume that (2.17) and (2.18) hold on I = [a, b] and let Y and Ŷ be any conjoined

bases of (H) and (Ĥ). Let Ẑ be a fundamental matrix of (Ĥ) satisfying Ŷ (t) = Ẑ(t)E on [a, b], where

the matrix E is given in (2.65), and consider the function Ỹ (t) := Ẑ−1(t)Y (t) on [a, b]. Then the

comparative index µ(Y (t), Ŷ (t)) is piecewise constant on [a, b] and right-continuous on [a, b) and for

every t0 ∈ (a, b] the multiplicities mL(t0), m̂L(t0), and m̃L(t0) of left proper focal points of Y , Ŷ , and

Ỹ at t0 defined through (2.30) satisfy the equality

mL(t0)− m̂L(t0) = m̃L(t0) + µ(Y (t0), Ŷ (t0))− lim
t→t−0

µ(Y (t), Ŷ (t)). (2.66)

Moreover, the numbers of left proper focal points of Y and Ŷ in (a, b] are connected by

mL(a, b]− m̂L(a, b] = m̃L(a, b] + µ(Y (b), Ŷ (b))− µ(Y (a), Ŷ (a)), (2.67)

where m̃L(a, b] is the number of left proper focal points in (a, b] of the auxiliary function Ỹ .

A corresponding result for the right proper focal points in [a, b) can be derived by an analogous
method to the proof of Theorem 2.12 in [34]. Alternatively, we may use the relationship in (2.45) in
Theorem 2.4 between the left and right proper focal points of Y .

Theorem 2.13. Under the assumptions of Theorem 2.12, for any conjoined bases Y and Ŷ of (H)

and (Ĥ) the dual comparative index µ∗(Y (t), Ŷ (t)) is piecewise constant on [a, b] and left-continuous
on (a, b] and for every t0 ∈ [a, b) the multiplicities mR(t0), m̂R(t0), and m̃R(t0) of right proper focal

points of Y , Ŷ , and Ỹ := Ẑ−1Y at t0 defined through (2.31) satisfy the equality

mR(t0)− m̂R(t0) = m̃R(t0) + µ∗(Y (t0), Ŷ (t0))− lim
t→t+0

µ∗(Y (t), Ŷ (t)). (2.68)

Moreover, the numbers of right proper focal points of Y and Ŷ in [a, b) are connected by

mR[a, b)− m̂R[a, b) = m̃R[a, b) + µ∗(Y (a), Ŷ (a))− µ∗(Y (b), Ŷ (b)), (2.69)

where m̃R[a, b) is the number of right proper focal points in [a, b) of the auxiliary function Ỹ .

We note that the symplectic fundamental matrix Ẑ of (Ĥ) in Theorems 2.12 and 2.13 has the form

Ẑ = (∗ , Ŷ ). Moreover, it is easy to verify (see [26]) that the function Ỹ := Ẑ−1Y is a conjoined basis

of the transformed linear Hamiltonian system (H̃), whose coefficient matrix

H̃(t) := ẐT (t) [H(t)− Ĥ(t)] Ẑ(t), t ∈ I, (2.70)

satisfies H̃(t) ≥ 0 on I under (2.17). In particular, the Legendre condition

B̃(t) ≥ 0 for all t ∈ I (2.71)

holds, where B̃(t) is the lower right n× n block of the matrix H̃(t). Condition (2.71) implies that the
quantities m̃L(t0), m̃R(t0) in (2.66), (2.68) and the quantities m̃L(a, b], m̃R[a, b) in (2.67), (2.69) are
correctly defined.

When the two systems (H) and (Ĥ) coincide, i.e., when Ĥ(t) ≡ H(t) on I, then H̃(t) ≡ 0 on I by

(2.70) and hence, all conjoined bases Ỹ of (H̃) are constant on I and we have m̃L(a, b] = 0 = m̃R[a, b).
In this case the results in (2.67) and (2.69) reduce to formulas (2.43) and (2.44) in Theorem 2.3.
Similarly, the results in (2.66) and (2.68) reduce to formulas (2.61) and (2.62) in Theorem 2.10, since
in this case we have m̃L(t0) = 0 = m̃R(t0).
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2.3. General Singular Sturmian theory on unbounded intervals

In this section we present our fundamental contributions to the singular Sturmian theory for
nonoscillatory and possibly uncontrollable linear Hamiltonian systems (H) on the unbounded interval
I = [a,∞). These new results employ two key tools, namely,

• the theory of minimal principal and maximal antiprincipal solutions of (H) at infinity, and
• the concept of a multiplicity of a focal point at infinity.

In [79, 81, 85] we showed that every conjoined basis Y of (H) with constant kernel on [α,∞) with
d[α,∞) = d∞ satisfies

n− d∞ ≤ rankX(t) ≤ n, t ∈ [α,∞), (2.72)

0 ≤ rankTα,∞ ≤ n− d∞, Tα,∞ := lim
t→∞

(∫ t

α
X†(s)B(s)X†T (s) ds

)†
. (2.73)

We recall from Section 1.4 that Y is the minimal principal solution at infinity if the corresponding
matrix in (2.73) satisfies Tα,∞ = 0 and if rankX(t) = n − d∞ on [α,∞). Moreover, according
to [81, Definition 5.1], a conjoined basis Y of (H) with constant kernel on [α,∞) with d[α,∞) = d∞ is
a maximal antiprincipal solution at infinity if eventually rankX(t) = n and the corresponding matrix
Tα,∞ in (2.73) satisfies

rankTα,∞ = n− d∞,
i.e., the rank of the matrix Tα,∞ is maximal according to (2.73). In this section we will use the notation

Y∞ for the minimal principal solution at infinity (in Section 1.4 we used the notation (X̂min, Ûmin)),
while for a maximal antiprincipal solution at infinity we will use the notation Ȳ∞. By [87, Propo-
sition 2.3] we know that a given maximal antiprincipal solution Ȳ∞ completes the minimal principal
solution Y∞ (or its suitable invertible multiple) to a symplectic fundamental matrix Z∞ of system (H).
That is, we have

Z∞(t) =
(
Ȳ∞(t) Y∞(t)

)
, t ∈ [a,∞), W (Ȳ∞, Y∞) = I, (2.74)

where W (Ȳ∞, Y∞) is the Wronskian of the conjoined bases Ȳ∞ and Y∞. Then every conjoined basis Y
of (H) can be uniquely represented by a constant 2n× n matrix C∞ satisfying

Y (t) = Z∞(t)C∞, t ∈ [a,∞), C∞ :=

(−W (Y∞, Y )

W (Ȳ∞, Y )

)
. (2.75)

The following notion appeared in [86] and it is completely new in the theory of linear Hamiltonian
differential systems. It provides a unified view on the principal solutions of system (H) at a finite
point and at infinity, see equality (2.77) in Theorem 2.15 below.

Definition 2.14 (Multiplicity of focal point at infinity). Let Y be a conjoined basis of system (H)
with constant kernel on the interval [α,∞) for some α ∈ [α∞,∞) with α∞ defined in (1.7). We say
that Y has a (left) proper focal point at infinity if d∞ + rankTα,∞ < n with the multiplicity

mL(∞) := n− d∞ − rankTα,∞, (2.76)

where d∞ is the maximal order of abnornality of (H) in (1.6) and Tα,∞ is the matrix defined in (2.73)
corresponding to Y .

In accordance with (2.73) we note that under (1.3) the number mL(∞) defined in (2.76) is always
nonnegative. Moreover, it does not depend on the particular choice of the point α ∈ [α∞,∞), for
which the conjoined basis Y has constant kernel on [α,∞). In particular, we have the estimates
0 ≤ mL(∞) ≤ n − d∞. It follows that the conjoined basis Y has no focal point at infinity, i.e.
mL(∞) = 0, if and only if Y is an antiprincipal solution of (H) at infinity. Similarly, the multiplicity
mL(∞) = n− d∞ is maximal possible if and only if Y is a principal solution of (H) at infinity.

The next result, see [86, Theorem 3.3], provides a way for computing the multiplicity of the focal
point at infinity in terms of the rank of the genus of a conjoined basis Y and the rank of the Wronskian
of Y with the minimal principal solution Y∞ at infinity.
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Theorem 2.15. Assume that (1.3) holds with [a,∞) and system (H) is nonoscillatory. Let Y be
a conjoined basis of (H) belonging to a genus G. Then the multiplicity of the focal point of Y at
infinity defined in (2.76) satisfies the formula

mL(∞) = rankG − rankW (Y∞, Y ), (2.77)

where the quantity rankG is defined in (1.10) and W (Y∞, Y ) is the Wronskian of Y∞ and Y .

Remark 2.16. When system (H) corresponds to the second order Sturm–Liouville differential equa-
tion, then the statement of Theorem 2.15 characterizes the principal solutions at infinity as those so-
lutions with mL(∞) = 1. On the other hand, all nonprincipal solutions at infinity satisfy mL(∞) = 0.

2.3.1. Singular Sturmian separation theorems. In this subsection we present the main re-
sults from [86, Sections 5–7], see Appendix D. More precisely, we provide Sturmian separation the-
orems for conjoined bases of a nonoscillatory system (H) on the unbounded intervals (a,∞], resp.
[a,∞). We emphasize that the results regarding left proper focal points include the multiplicity of
proper focal point at infinity, which was introduced in Definition 2.14. In addition, we will also provide
the corresponding results for the open interval (a,∞). We note that the results in this subsection hold
also with the left endpoint a = −∞ for the intervals I = (−∞, b] or I = (−∞,∞), if we consider the
corresponding concept of the minimal principal solution of (H) at minus infinity. A detailed analysis
of this case is presented in [86, Remarks 5.16 and 8.1], see Appendix D.

The following result corresponds to formulas (2.43) and (2.44), where a compact interval I = [a, b]
was considered. It also justifies the necessity of including the multiplicity of proper focal point at
infinity in the singular Sturmian theory of system (H).

Theorem 2.17 (Singular Sturmian separation theorem). Assume that (1.3) holds with I = [a,∞)

and system (H) is nonoscillatory. Then for any conjoined bases Y and Ŷ of (H) we have the equalities

mL(a,∞]− m̂L(a,∞] = µ
(
C∞, Ĉ∞

)
− µ

(
Y (a), Ŷ (a)

)
, (2.78)

mR[a,∞)− m̂R[a,∞) = µ∗
(
Y (a), Ŷ (a)

)
− µ∗

(
C∞, Ĉ∞

)
, (2.79)

where C∞ and Ĉ∞ are the constant matrices in (2.75) corresponding to Y and Ŷ .

By considering a special choice of the conjoined basis Ŷ in Theorem 2.17 we obtain formulas for
the exact numbers of left and right proper focal points of any conjoined basis Y of (H) in the intervals
(a,∞] and [a,∞). They highlight the importance of the minimal principal solution Y∞ of (H) at
infinity and the principal solution Ya of (H) at a in counting the numbers mL(a,∞] and mR[a,∞).
They correspond to formulas (2.52) and (2.53), where a compact interval I = [a, b] was considered.
For convenience we denote by mL∞(a,∞] the total number of left proper focal points of the minimal
principal solution Y∞ of (H) at infinity in the interval (a,∞]. Similarly, we denote by mR∞[a,∞) the
total number of right proper focal points of Y∞ in the interval [a,∞).

Theorem 2.18. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Then for
any conjoined basis Y of (H) we have the equalities

mL(a,∞] = mLa(a,∞] + µ
(
C∞, Ca∞

)
, (2.80)

mR[a,∞) = mR∞[a,∞) + µ∗
(
Y (a), Y∞(a)

)
, (2.81)

where C∞ and Ca∞ are the constant matrices in (2.75) corresponding to Y and Ya.

In the next statement we connect the multiplicities of left and right proper focal points of one
conjoined basis Y of (H) in an unbounded interval. This result corresponds to formula (2.45).

Theorem 2.19. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Let Y∞ be
the minimal principal solution of (H) at infinity. Then for any conjoined basis Y of (H) its numbers
of left proper focal points in the interval (a,∞] and right proper focal points in the interval [a,∞)
satisfy the equality

mL(a,∞] + rankW (Y∞, Y ) = mR[a,∞) + rankX(a). (2.82)
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In the remaining results of this subsection we will use the principal solution Ya of (H) at the point
a and the minimal principal solution Y∞ of (H) at infinity as important ingredients in the presented
results from the singular Sturmian theory on the unbounded interval I = [a,∞). The following
statement relates the numbers of left and right proper focal points of Ya and Y∞ in (a,∞] and [a,∞).
This result corresponds to formulas (2.47)–(2.49) in Theorem 2.5.

Theorem 2.20. Assume that the Legendre condition (1.3) holds with I = [a,∞) and system (H) is
nonoscillatory. Then we have the formulas

mL∞(a,∞] = mLa(a,∞] + rankX∞(a), mRa[a,∞) = mR∞[a,∞) + rankX∞(a), (2.83)

mLa(a,∞] = mR∞[a,∞), mRa[a,∞) = mL∞(a,∞]. (2.84)

We remark that equations (2.80) and (2.81) yield the lower bounds

mL(a,∞] ≥ mLa(a,∞], mR[a,∞) ≥ mR∞[a,∞) (2.85)

for the numbers of left and right proper focal points of any conjoined basis Y of (H) in the interval
(a,∞] and [a,∞). These two lower bounds are the same according to (2.84). Moreover, the second
estimate in (2.85) generalizes the result of Došlý and Kratz in (2.14) to possibly uncontrollable system
(H). In the next statement we provide the corresponding optimal upper bounds for the numbers
mL(a,∞] and mR[a,∞). These estimates correspond to (2.50)–(2.51) in Theorem 2.6.

Theorem 2.21 (Singular Sturmian separation theorem). Assume that (1.3) holds with I = [a,∞)
and system (H) is nonoscillatory. Then for any conjoined basis Y of (H) we have

mLa(a,∞] ≤ mL(a,∞] ≤ mL∞(a,∞], (2.86)

mR∞[a,∞) ≤ mR[a,∞) ≤ mRa[a,∞). (2.87)

The results in the above theorem yield the following optimal estimates for the difference of the
numbers of the left and right proper focal points of any two conjoined bases of (H). They correspond
to (2.54)–(2.56) in Corollary 2.7.

Corollary 2.22 (Singular Sturmian separation theorem). Assume that (1.3) holds with I = [a,∞)

and system (H) is nonoscillatory. Then for any conjoined bases Y and Ŷ of (H) we have∣∣mL(a,∞]− m̂L(a,∞]
∣∣ ≤ rankX∞(a) ≤ n,

∣∣mR[a,∞)− m̂R[a,∞)
∣∣ ≤ rankX∞(a) ≤ n,

∣∣mL(a,∞]− m̂R[a,∞)
∣∣ ≤ rankX∞(a) ≤ n.

In the next part of this subsection we analyze the numbers mL(a,∞) and mR(a,∞) of left and
right proper focal points of a conjoined basis Y of (H) in the open interval (a,∞). The motivation
comes from possible practical applications, where the independent variable is always finite.

In the following statement we provide optimal lower and upper bounds for the numbers left and
right proper focal points of any conjoined basis Y of (H) in the open interval (a,∞). It is surprising
that the optimal upper bounds for mL(a,∞) and mR(a,∞) are the same as in (2.86) and (2.87), i.e.,
they are equal to mL∞(a,∞] and mRa[a,∞), respectively.

Theorem 2.23. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Then for
any conjoined basis Y of (H) we have

mLa(a,∞) ≤ mL(a,∞) ≤ mL∞(a,∞], (2.88)

mR∞(a,∞) ≤ mR(a,∞) ≤ mRa[a,∞). (2.89)

As an analogy of Corollary 2.22 we obtain from Theorem 2.23 the following estimates.

Corollary 2.24. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Then

for any two conjoined bases Y and Ŷ of (H) we have∣∣mL(a,∞)− m̂L(a,∞)
∣∣ ≤ rankGa ≤ n, (2.90)

∣∣mR(a,∞)− m̂R(a,∞)
∣∣ ≤ rankX∞(a+) ≤ n, (2.91)
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where Ga is the genus of conjoined bases of (H), which contains the principal solution Ya.

The next result connects the multiplicities of left and right proper focal points of the principal
solutions Ya and Y∞ in the open interval (a,∞).

Theorem 2.25. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Then we
have the formula

mLa(a,∞) + rankGa = mR∞(a,∞) + rankX∞(a+), (2.92)

where Ga is the genus of the principal solution Ya. In particular, the equality

mLa(a,∞) = mR∞(a,∞) (2.93)

holds if and only if rankGa = rankX∞(a+).

When system (H) is completely controllable then every conjoined basis Y of (H) has the matrix
X(t) invertible near a. In addition, if (H) is nonoscillatory, then X(t) is also invertible near ∞.
Therefore, in this case the condition rankGa = rankX∞(a+) = n is automatically satisfied and we get
from Corollary 2.25 the following. This result is also new even in this special setting.

Corollary 2.26. Assume that (1.3) holds with I = [a,∞) and system (H) is completely controllable
on [a,∞) and nonoscillatory. Then the principal solutions Ya and Y∞ have the same number of focal
points in the open interval (a,∞), i.e.,

ma(a,∞) = m∞(a,∞). (2.94)

The above results from the singular Sturmian theory of system (H) on an unbounded interval allow

to describe asymptotic properties of the comparative indices µ
(
Y (t), Ŷ (t)) and µ∗

(
Y (t), Ŷ (t)) when

t→∞ for a pair of conjoined bases Y and Ŷ of (H), see [86, Theorems 6.1 and 6.4] or Appendix D.
This result corresponds to Theorem 2.10.

Theorem 2.27. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Then

for any two conjoined bases Y and Ŷ of (H) the limits of the comparative indices µ
(
Y (t), Ŷ (t)

)
and

µ∗
(
Y (t), Ŷ (t)

)
for t→∞ exist and

lim
t→∞

µ
(
Y (t), Ŷ (t)

)
= µ

(
C∞, Ĉ∞

)
−mL(∞) + m̂L(∞), (2.95)

lim
t→∞

µ∗
(
Y (t), Ŷ (t)

)
= µ∗(C∞, Ĉ∞), (2.96)

where C∞ and Ĉ∞ are the constant matrices in (2.75) corresponding to Y and Ŷ .

In the next theorem we present a formula for calculating the multiplicity of the focal point at
infinity of a conjoined basis Y of system (H) in terms of the comparative index of Y with the principal
solution Yt, respectively in terms of their representing matrices C∞ and Ct∞ in (2.75). In addition, we
provide an interesting representation of the maximal order of abnormality d∞ of (H) in terms of the
dual comparative index µ∗

(
C∞, Ct∞

)
. This result corresponds to Theorem 2.11.

Theorem 2.28. Assume that (1.3) holds with I = [a,∞) and system (H) is nonoscillatory. Then for
any conjoined basis Y of (H) the limits of the comparative indices µ

(
C∞, Ct∞

)
and µ∗

(
C∞, Ct∞

)
for

t→∞ exist and

lim
t→∞

µ
(
C∞, Ct∞

)
= mL(∞), (2.97)

lim
t→∞

µ∗
(
C∞, Ct∞

)
= n− d∞, (2.98)

where C∞ and Ct∞ are the constant matrices in (2.75) corresponding to Y and Yt.

In the last part of this subsection we compare the above results with the limiting cases of the
results in Subsection 2.2.1 when we assume that system (H) is nonoscillatory and the right endpoint



28 Chapter 2. Sturmian theory

b → ∞. Equations (2.43)–(2.44) in Theorem 2.3 yield that for any conjoined bases Y and Ŷ there
exist the limits

lim
t→∞

µ(Y (t), Ŷ (t)) = mL(a,∞)− m̂L(a,∞) + µ(Y (a), Ŷ (a)), (2.99)

lim
t→∞

µ∗(Y (t), Ŷ (t)) = µ∗(Y (a), Ŷ (a))−mR[a,∞) + m̂R[a,∞), (2.100)

Then the result in Theorem 2.27 shows, how these two limits can be evaluated explicitly without using
the numbers of left proper focal points of Y and Ŷ in (a,∞) or without using the numbers of right

proper focal points of Y and Ŷ in [a,∞). Moreover, the results in Theorem 2.20 yield interesting
connections with the limits of the corresponding equalities in (2.49). First of all, it is not at all clear
whether the limits

lim
b→∞

mLb(a, b], lim
b→∞

mRb[a, b) (2.101)

exist, and if they exist, then what are their values. Below we show that both of these limits indeed
exist and that the first one is equal to mL∞(a,∞] as we would formally expect, but surprisingly the
second one is not equal to mR∞[a,∞) in general. More precisely, we have

lim
b→∞

mLb(a, b]
(2.49)

= lim
b→∞

mRa[a, b) = mRa[a,∞)
(2.84)

= mL∞(a,∞],

lim
b→∞

mRb[a, b)
(2.49)

= lim
b→∞

mLa(a, b] = mLa(a,∞)
(2.84)

= mR∞[a,∞)−mLa(∞).

The above calculation shows that the second limit in (2.101) is equal to the formally expected value
mR∞[a,∞) only when mLa(∞) = 0, i.e., only when the principal solution Ya is antiprincipal at ∞
according to Definition 2.14 and the subsequent comments. Therefore, by taking the limit as b→∞
in the estimates in (2.50) for the left proper focal points we obtain the statement in (2.88). On the
other hand, by taking the limit as b → ∞ in the estimates in (2.51) for the right proper focal points
we obtain the estimates

mR∞[a,∞)−mLa(∞) ≤ mR[a,∞) ≤ mRa[a,∞). (2.102)

In (2.102), the upper bound is optimal according to (2.87), while the lower bound is not in general
optimal. More precisely, the lower bound in (2.102) is optimal if and only if mLa(∞) = 0.

2.3.2. Singular Sturmian comparison theorems. In this is subsection we study a more gen-
eral situation in the singular Sturmian theory on the unbounded interval I = [a,∞). More precisely, we
present the Sturmian comparison theorems for conjoined bases of two nonoscillatory systems (H) and

(Ĥ), which satisfy the Sturmian majorant condition (2.17). These results were developed in [87, Sec-
tions 4–6], see Appendix E. We note that the results in this subsection hold also with the left endpoint
a = −∞ for the interval I = (−∞, b], if we consider the corresponding concept of the minimal prin-
cipal solution of (H) at minus infinity. A detailed analysis of this case is presented in [87, Section 6],
see Appendix E. The situation for the Sturmian comparison theorems on the unbounded interval
I = (−∞,∞) is slightly different and we comment on this case at the end of this subsection.

First we recall a comparison result for nonoscillatory systems (H) and (Ĥ) under the majorant
condition (2.17), as well as the invariance of the nonoscillation for system (H) and the transformed

system (H̃). The latter result is based on the generalized reciprocity principle in [35, Theorem 2.2].

Proposition 2.29. Assume that (2.17) and (2.18) hold on I = [a,∞) and that system (H) is nonoscil-
latory. Then

(i) system (Ĥ) is nonoscillatory, and

(ii) for every symplectic fundamental matrix Ẑ of (Ĥ) the transformed system (H̃) with the coef-

ficient matrix H̃(t) given in (2.70) is nonoscillatory.

We denote by Y∞, Ŷ∞, Ỹ∞ the minimal principal solutions of nonoscillatory systems (H), (Ĥ), (H̃)

at infinity, respectively. Moreover, let Z∞, Ẑ∞, Z̃∞ be the associated symplectic fundamental matrices
defined in (2.74). In the remaining part of this subsection we will consider the transformed system
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(H̃) with respect to the transformation matrix Ẑ∞. The following result shows that under natural
assumptions the minimal principal solution Y∞ of (H) at infinity is transformed into the minimal

principal solution Ỹ∞ of (H̃) at infinity and vice versa.

Theorem 2.30. Assume that (2.17) and (2.18) hold on I = [a,∞) and that system (H) is nonoscil-

latory. Then the conjoined basis Ẑ−1∞ Y∞ is the minimal principal solution of (H̃) at infinity and the

conjoined basis Ẑ∞Ỹ∞ is the minimal principal solution of (H) at infinity. That is, the equalities

Ẑ−1∞ Y∞ = Ỹ∞K and Ẑ∞Ỹ∞ = Y∞K−1 hold for some constant invertible n× n matrix K.

The next result provides the singular Sturmian comparison theorem for two systems (H) and (Ĥ)
on the unbounded interval I = [a,∞) satisfying the majorant condition (2.17). In particular, it
generalizes the comparison formulas in Theorems 2.12 and 2.13, as well as the separation formulas in
Theorem 2.17 to this case.

Theorem 2.31 (Singular Sturmian comparison theorem). Assume that (2.17) and (2.18) hold on
I = [a,∞) and that system (H) is nonoscillatory. Then for every conjoined basis Y of (H) and for

every conjoined basis Ŷ of (Ĥ) we have

mL(a,∞]− m̂L(a,∞] = m̃L(a,∞] + µ(Ŷ (a), Ŷ∞(a))− µ(Y (a), Ŷ∞(a)), (2.103)

mR[a,∞)− m̂R[a,∞) = m̃R[a,∞) + µ∗(Y (a), Ŷ∞(a))− µ∗(Ŷ (a), Ŷ∞(a)), (2.104)

where m̃L(a,∞] and m̃R[a,∞) are the numbers of left and right proper focal points of the conjoined

basis Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals.

In the following we present the special case of Theorem 2.31 for Ŷ := Ŷ∞. It is a generalization
of estimate (2.26) to the uncontrollable systems (H) and (Ĥ). At the same time it is an extensions of

(2.67) and (2.69) to the case of b =∞ with the fundamental matrix Ẑ(t) := Ẑ∞(t).

Theorem 2.32 (Singular Sturmian comparison theorem). Assume that (2.17) and (2.18) hold on
I = [a,∞) and that system (H) is nonoscillatory. Then for every conjoined basis Y of (H) we have

mL(a,∞] = m̂L∞(a,∞] + m̃L(a,∞]− µ(Y (a), Ŷ∞(a)), (2.105)

mR[a,∞) = m̂R∞[a,∞) + m̃R[a,∞) + µ∗(Y (a), Ŷ∞(a)), (2.106)

where m̃L(a,∞] and m̃R[a,∞) are the numbers of left and right proper focal points of the conjoined

basis Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals.

The results in Theorem 2.31 (or Theorem 2.32) allow to derive various estimates for the numbers

of left and right proper focal points of conjoined bases of (H) and (Ĥ). In particular, in the next result
we show the exact relationship between the numbers of proper focal points of the (minimal) principal

solutions Y∞, Ŷ∞, Ỹ∞ and Ya, Ŷa, Ỹa of systems (H), (Ĥ), (H̃).

Theorem 2.33. Assume that (2.17) and (2.18) hold on I = [a,∞) and that system (H) is nonoscil-
latory. Then we have

mL∞(a,∞] = m̂L∞(a,∞] + m̃L∞(a,∞]− µ(Y∞(a), Ŷ∞(a)), (2.107)

mR∞[a,∞) = m̂R∞[a,∞) + m̃R∞[a,∞) + µ∗(Y∞(a), Ŷ∞(a)), (2.108)

mLa(a,∞] = m̂La(a,∞] + m̃La(a,∞] + µ∗(Y∞(a), Ŷ∞(a)), (2.109)

mRa[a,∞) = m̂Ra[a,∞) + m̃Ra[a,∞)− µ(Y∞(a), Ŷ∞(a)), (2.110)

The following result confirms the intuitively expected fact that, given the same initial conditions,
conjoined bases of the majorant system (H) have in general more focal points than conjoined bases of

the minorant system (Ĥ). It is a generalization of the first part of [58, Corollary 7.3.2, pg. 196].
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Theorem 2.34 (Singular Sturmian comparison theorem). Assume that (2.17) and (2.18) hold on

I = [a,∞) and that system (H) is nonoscillatory. Let Y and Ŷ be conjoined bases of (H) and (Ĥ),

respectively, such that Y (a) = Ŷ (a)K for some invertible matrix K. Then

mL(a,∞]− m̂L(a,∞] = m̃L(a,∞] ≥ 0, (2.111)

mR[a,∞)− m̂R[a,∞) = m̃R[a,∞) ≥ 0, (2.112)

where m̃L(a,∞] and m̃R[a,∞) are the numbers of left and right focal points of the conjoined basis

Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals.

Next we compare the numbers of focal points of the (minimal) principal solutions Y∞, Ŷ∞, Ỹ∞
and Ya, Ŷa, Ỹa. We also provide universal lower and upper bounds for the numbers of focal points of
conjoined bases of (H) and (Ĥ).

Theorem 2.35. Assume that (2.17) and (2.18) hold on I = [a,∞) and that system (H) is nonoscil-
latory. Then for every conjoined basis Y of (H) the estimates in (2.86) and (2.87) hold, where the
lower and upper bounds satisfy

m̂La(a,∞] + m̃La(a,∞] ≤ mLa(a,∞], mL∞(a,∞] ≤ m̂L∞(a,∞] + m̃L∞(a,∞], (2.113)

m̂R∞[a,∞) + m̃R∞[a,∞) ≤ mR∞[a,∞), mRa[a,∞) ≤ m̂Ra[a,∞) + m̃Ra[a,∞). (2.114)

Moreover, for every conjoined basis Ŷ of (Ĥ) we have the estimates

m̂La(a,∞] ≤ m̂L(a,∞] ≤ m̂L∞(a,∞] ≤ mL∞(a,∞], (2.115)

m̂R∞[a,∞) ≤ m̂R[a,∞) ≤ m̂Ra[a,∞) ≤ mRa[a,∞). (2.116)

If assumptions (2.17) and (2.18) hold on the interval I = (−∞,∞) and system (H) is nonoscillatory,
then for every conjoined basis Y of (H) we have the estimates

mL(−∞,∞] ≤ mL∞(−∞,∞] ≤ m̂L∞(−∞,∞] + m̃L∞(−∞,∞], (2.117)

mR(−∞,∞) ≥ mR∞(−∞,∞) ≥ m̂R∞(−∞,∞) + m̃R∞(−∞,∞). (2.118)

The inequalities in (2.117) follow from the singular Sturmian separation theorem (i.e., from (2.86)
in Theorem 2.21) for system (H) with a → −∞ and from (2.107) with a → −∞ by dropping the
last term with the comparative index. The inequalities in (2.118) follow from the singular Sturmian
separation theorem (i.e., from (2.87) in Theorem 2.21) for system (H) with a→ −∞ and from (2.108)
with a → −∞ by dropping the last term with the dual comparative index. The lower bounds in
(2.118) for the numbers of right proper focal points of Y in the interval (−∞,∞) improve the lower
bound m̂∞(−∞,∞) obtained in (2.27) by Došlý and Kratz.

The final result in this subsection describes properties of the comparative indices µ
(
Y (t), Ŷ∞(t))

and µ∗
(
Y (t), Ŷ∞(t)) when t→∞ for a conjoined bases Y of (H), see [87, Theorems 4.6].

Theorem 2.36. Assume that (2.17) and (2.18) hold on I = [a,∞) and that system (H) is nonoscil-
latory. Then for every conjoined basis Y of (H) the limits

lim
t→∞

µ(Y (t), Ŷ∞(t)) and lim
t→∞

µ∗(Y (t), Ŷ∞(t)) (2.119)

exist and satisfy

lim
t→∞

µ(Y (t), Ŷ∞(t)) = m̃L(∞)−mL(∞) + m̂L∞(∞), (2.120)

lim
t→∞

µ∗(Y (t), Ŷ∞(t)) = 0, (2.121)

where m̃L(∞) is the multiplicity of a focal point at infinity of the conjoined basis Ỹ := Ẑ−1∞ Y of the

transformed system (H̃).

We remark that equation (2.120) is an extension of formula (2.66) in Theorem 2.12 with Ŷ := Ŷt0
to the case t0 = ∞. At the same time it is a generalization of formula (2.95) in Theorem 2.27

with Ỹ := Y∞ to two systems (H) and (Ĥ) satisfying (2.17). Note that equation (2.121) represents
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an extension to t0 = ∞ of the left continuity of the dual comparative index µ∗(Y (t), Ŷt0(t)) at the
point t0 in Theorem 2.13.

In the last part of this subsection we comment on the above results in connection with the results
in Subsection 2.2.2, when we assume that system (H) is nonoscillatory and the right endpoint b→∞.

Equations (2.67) and (2.67) in Theorems 2.12 and 2.13 yield that for any conjoined bases Y and Ŷ of

systems (H) and (Ĥ), respectively, there exist the limits

lim
t→∞

µ(Y (t), Ŷ (t)) = mL(a,∞)− m̂L(a,∞)− m̃L(a,∞) + µ(Y (a), Ŷ (a)), (2.122)

lim
t→∞

µ∗(Y (t), Ŷ (t)) = µ∗(Y (a), Ŷ (a))−mR[a,∞) + m̂R[a,∞) + m̃R[a,∞), (2.123)

where m̃L(a,∞) and m̃R[a,∞) are the numbers of left and right proper focal points of the conjoined

basis Ỹ := Ẑ−1∞ Y of system (H̃) in the indicated intervals. Note that these numbers are finite according

to Proposition 2.29. The result in Theorem 2.36 then shows that in the special case of Ŷ = Ŷ∞ these
two limits can be evaluated explicitly.

When dealing with the singular Sturmian separation theorems on the interval I = (−∞,∞) in
Subsection 2.3.1, we added together the corresponding Sturmian separation theorems on I = [a,∞)
and on I = (−∞, a] to get the results on the interval I = (−∞,∞). The situation for the Sturmian
comparison theorems on I = (−∞,∞) is different, since the results on the interval I = [a,∞) in
this subsection together with the corresponding results on the interval I = (−∞, a] in general do not
combine to obtain the Sturmian comparison theorems on the entire interval I = (−∞,∞). The main
reason can be seen in Theorem 2.31, which implies that we need to employ two different transformation
matrices Ẑ±∞(t) in the neighborhoods of ±∞. Hence, we obtain two different transformation systems

(H̃) – one on the interval I = [a,∞) with the transformation matrix Ẑ∞(t) and one on the interval

I = (−∞, a] with the transformation matrix Ẑ−∞(t). Nevertheless, the results presented in this
subsection remain valid also on the interval I = (−∞,∞) under the additional assumption that the

minimal principal solutions Ŷ∞ and Ŷ−∞ at ±∞ of the minorant system (Ĥ) coincide, meaning that

Ŷ−∞ is a constant nonsingular multiple of Ŷ∞ (which yields that Ẑ∞(t) = Ẑ−∞(t)).

2.3.3. Sturmian comparison theorems for controllable systems. In this subsection we
discuss singular Sturmian comparison theorems for two linear Hamiltonian systems (H) and (Ĥ),
satisfying the standard majorant condition (2.17) and the Legendre condition (2.18), in the the special
setting. Namely, we consider the situation when

• the interval I = (a,∞) is open, where the point a can be singular (including the case of
a = −∞),

• both systems (H) and (Ĥ) are completely controllable on the interval (a,∞) and nonoscillatory
(at a and at infinity),

• the principal solution of the minorant system (Ĥ) at a is at the same time principal at infinity,

i.e., Ŷa = Ŷ∞ holds.

The motivation of this kind of results comes from a singular Sturmian comparison theorem for the
second order Sturm–Liouville differential equations, which was proven in [1,2] by Aharonov and Elias.
More precisely, the result in [1, Theorem 1] or [2, Theorem 1] states that under a certain strict majorant
condition on the coefficients every nontrivial solution of the majorant equation has a zero in the open
interval (a,∞), if the principal solution at a of the minorant equation is principal also at infinity. This
corresponds, in the spirit of Remark 2.16, to the situation when the principal solution of the minorant
equation has zeros at a and at infinity, and hence the results in [1, Theorem 1] or [2, Theorem 1] can
be interpreted from this point of view as the standard Sturmian comparison theorems on a compact
interval [a, b].

Comparing with Subsection 2.3.2 now we will consider the endpoint a ∈ R∪{−∞} to be singular,
especially we allow a = −∞. However, the results of this subsection are formulated in a way which
includes both regular and singular endpoint a. For this purpose we will utilize the definition of the
principal solution Ya of (H) at a as a conjoined basis of (H) with the matrix Xa(t) invertible on (a, β]
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for some β ∈ (a,∞) and satisfying

lim
t→a+

(
−
∫ β

t
X−1a (s)B(s)XT−1

a (s) ds

)−1
= 0. (2.124)

This unified definition (regarding with the definition of the principal solution at ±∞) is justified by the
comments in [3, pg. 173] and by the results of [85, Theorem 5.8] and in Subsections 2.3.1 and 2.3.2.
More precisely, the principal solution of (H) at a defined according to (2.124) coincides with the
principal solution of (H) at the point a defined in (1.12), i.e., by the initial condition Ya(a) = E, when
the endpoint a is regular.

Following Theorem 2.15, for a conjoined basis Y of a nonoscillatory and completely controllable
system (H) the multiplicity of its focal point at a and at ∞ is defined by the quantity

m(t0) := def W (Yt0 , Y ) = n− rankW (Yt0 , Y ), t0 ∈ {a,∞}, (2.125)

where Y∞ and Ya are the principal solutions of system (H) at ∞ and at a, respectively, and where
W (Yt0 , Y ) = Y T

t0 (t)J Y (t) is the constant Wronskian of Yt0 and Y . Definition (2.125) complies with
the definition in (2.1), since for the point t0 ∈ (a,∞) we have rankX(t0) = rankW (Yt0 , Y ), where Yt0
is the principal solution of (H) at the point t0 ∈ (a,∞).

The results below were published in [88, Section 3]. First we present formulas for the numbers of

focal points of conjoined bases of systems (H) and (Ĥ) under the assumption Ŷa = Ŷ∞ for the principal

solutions of (Ĥ) at a and ∞. This statement follows from Theorems 2.32 and 2.33.

Theorem 2.37 (Singular Sturmian comparison theorem). Assume that (2.17) and (2.18) hold on

(a,∞) and that systems (H) and (Ĥ) are nonoscillatory and completely controllable. In addition,

assume that Ŷa = Ŷ∞ holds. Then

ma(a,∞] = m̂a(a,∞] + m̃La(a,∞], ma[a,∞) = m̂a[a,∞) + m̃Ra[a,∞), (2.126)

and for any conjoined basis Y of (H) we have the equality

m(a,∞) = rankW (Ya, Y ) + m̂a(a,∞) + m̃R[a,∞), (2.127)

where the quantity m̃R[a,∞) refers to the conjoined basis Ỹ := Ẑ−1∞ Y of (H̃). In particular,

m(a,∞) ≥ ma(a,∞) = m̂a(a,∞) + m̃Ra[a,∞). (2.128)

As a consequence of Theorem 2.37 we obtain that conjoined bases of the majorant system (H),
except of the principal solution Ya of (H) at a (up to a right constant nonsingular multiple), have
at least one focal point in the open interval (a,∞). This represents a direct generalization of the
Sturmian comparison theorems in [1, Theorem 1] and [2, Theorem 1] by Aharonov and Elias.

Corollary 2.38. Assume that (2.17) and (2.18) hold on (a,∞) and that systems (H) and (Ĥ) are

nonoscillatory and completely controllable. If Ŷa = Ŷ∞ and Y is a conjoined basis of (H) such that
Y 6= Ya, then m(a,∞) ≥ 1.

Remark 2.39. The equality in (2.128) yields the traditional comparison theorem for principal solu-

tions Ya and Ŷa. Namely, if Ya has no focal points in (a,∞), then also Ŷa has no focal points in (a,∞).
Moreover, compared to inequality (2.26) the estimate in (2.128) provides an improved lower bound

for the number of focal points in (a,∞) of any conjoined basis Y of (H) for the case when Ŷa = Ŷ∞.

In the following result we show that the number of focal points in (a,∞) of any conjoined basis Y
of (H) is given by the rank of the Wronskian of Y with Ya, when the principal solution Ya of system
(H) has no focal points in (a,∞).

Theorem 2.40. Assume that (2.17) and (2.18) hold on (a,∞) and that systems (H) and (Ĥ) are

nonoscillatory and completely controllable. In addition, assume that Ŷa = Ŷ∞ and that Ya has no focal
points in (a,∞). Then Ya = Y∞ and for every conjoined basis Y of (H) we have the equalities

m(a,∞) = rankW (Ya, Y ), m(a) = def W (Ya, Y ) = m(∞). (2.129)
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Under the assumptions of Theorem 2.40, the equalities in (2.129) can be combined to obtain
m[a,∞) = n = m(a,∞] for every conjoined basis Y of (H). We note that the same conclusion

m̂[a,∞) = n = m̂(a,∞] for every conjoined basis Ŷ of (Ĥ) follows from the singular Sturmian sepa-

ration theorem (Theorem 2.21) applied to the minorant system (Ĥ) under the additional assumption

Ŷa = Ŷ∞. Also, given that Ŷa = Ŷ∞ and Ya = Y∞, it follows by the transformation result in The-
orem 2.30 that the statement of Theorem 2.40 can be supplemented by the additional conclusion
Ỹa = Ỹ∞. Note that when the point a is regular, then in (2.129) we have m(a,∞) = rankX(a) and
m(a) = defX(a), since in this case W (Ya, Y ) = −X(a).

In the second main result of this subsection we complement the result in Theorem 2.37 (resp. in
Remark 2.39) by providing an exact relationship between the considered properties of the principal

solutions Ya and Ŷa. This relationship is expressed in terms of the Riccati quotient associated with
the principal solution Ŷa of (Ĥ).

Theorem 2.41 (Singular Sturmian comparison theorem). Assume that (2.17) and (2.18) hold on

(a,∞) and that systems (H) and (Ĥ) are nonoscillatory and completely controllable. In addition,

assume that Ŷa = Ŷ∞ holds. Then the following statements are equivalent.

(i) The principal solution Ya of (H) has no focal points in (a,∞).

(ii) The principal solution Ŷa of (Ĥ) has no focal points in (a,∞) and

H(t)− Ĥ(t) =
(
− Q̂a(t), I

)T
[B(t)− B̂(t)]

(
− Q̂a(t), I

)
, t ∈ (a,∞), (2.130)

where Q̂a(t) := Ûa(t) X̂
−1
a (t) is the symmetric Riccati quotient which corresponds to the

principal solution Ŷa of (Ĥ) on (a,∞).

In this case, the symmetric Riccati quotient Qa(t) := Ua(t)X
−1
a (t) corresponding to the principal

solution Ya of (H) satisfies Qa(t) = Q̂a(t) on (a,∞).

The above results in Theorems 2.37, 2.40, and 2.41 are new even for the second order Sturm–
Liouville differential equations. And even in this special case they generalize the Sturmian comparison
theorems in [1, Theorem 1] and [2, Theorem 1] by Aharonov and Elias. More details on this subject
are presented in [88, Section 4].

2.4. Further research directions

The research in the theory of Riccati matrix differential equations can be pursued in several
directions. One possibility is to consider the discrete analogy, i.e., the Riccati matrix difference
equations. These are important objects e.g. for discrete variational analysis or discrete filtering theory
[5–7,18], as well as for the discrete oscillation theory [15,16,27,31,97] or for numerical algorithms
for computing the eigenvalues of symmetric banded matrices [61]. An interesting order preserving
property of the discrete Riccati matrix equation was recently derived in [95] by Štoudková Růžičková,
which is an analogue of the known order preserving property of the Riccati matrix differential equation
(R), see the work by Stokes in [74,75].

Open problems in the Sturmian theory of linear Hamiltonian systems include the development of
this theory when we remove the Legendre condition (1.3), thus considering the oscillation numbers
for conjoined bases of system (H) as it is presented in [39] by Elyseeva. This naturally leads to the
connections between the Sturmian theory and the theory of Maslov index [10,40,51,52]. In a close
relationship with the latter research direction we mention the classical Gelfand–Lidskii–Yakubovich
oscillation theory [44,62,98–100], to which we recently contributed by providing an explicit connection
between the Lidskii angles of symplectic matrices with the comparative index [90]. Another open
problem is to find explicit expressions for the limits of the comparative index in (2.122) and (2.123)

for arbitrary conjoined bases Y of system (H) and Ŷ of system (Ĥ). Moreover, the question of the

validity of the Sturmian comparison theorems for systems (H) and (Ĥ) on the unbounded interval

I = (−∞,∞) remains an open problem when the minimal principal solutions Ŷ∞ and Ŷ−∞ of (Ĥ) at

±∞ differ, meaning that Ŷ−∞ is not a constant nonsingular multiple of Ŷ∞. In the spectral theory of
linear Hamiltonian systems we may consider singular oscillation theorems on unbounded intervals [45]
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or applications of the theory of principal and antiprincipal solutions of (H) at infinity in the Weyl–
Titchmarsh theory [94].

In general, we can say that it is indeed beneficial to develop the oscillation and spectral theory
of linear Hamiltonian systems together with the oscillation and spectral theory of their discrete time
counterparts, which are the symplectic difference systems – see the recent monograph [27] on this
subject and the numerous references therein. This approach can be highlighted by developing the
Sturmian theory for symplectic (or Hamiltonian) dynamic systems on time scales, such as in the
references [4,17,28,93,101]. In particular, it is an open problem what is the multiplicity of a focal
point of a conjoined basis in this abstract setting.
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[27] O. Došlý, J. V. Elyseeva, R. Šimon Hilscher, Symplectic Difference Systems: Oscillation and Spectral Theory,
Pathways in Mathematics, Birkhäuser/Springer, Cham, 2019.
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[40] J. Elyseeva, P. Šepitka, R. Šimon Hilscher, Oscillation numbers for Lagrangian paths and Maslov index, submitted
(2021).
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[84] P. Šepitka, R. Šimon Hilscher, Comparative index and Sturmian theory for linear Hamiltonian systems, J. Differ-
ential Equations 262 (2017), no. 2, 914–944.

[85] P. Šepitka, R. Šimon Hilscher, Focal points and principal solutions of linear Hamiltonian systems revisited, J.
Differential Equations 264 (2018), no. 9, 5541–5576.
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Abstract
In this paper we study the properties of conjoined bases of a general linear Hamiltonian
system without any controllability condition. When the Legendre condition holds and the
system is nonoscillatory, it is known from our previous work that conjoined bases with
eventually the same image form a special structure called a genus. In this work we extend the
theory of genera of conjoined bases to arbitrary systems, for which the Legendre condition
is not assumed and/or the system may be oscillatory. We derive a classification of all genera
of conjoined bases and show that they form a complete lattice. These results are based on
the relationship between subspaces of solutions of a linear control system and orthogonal
projectors satisfying a certain Riccati type differential equation. The presented theory is
applied in our paper (Šepitka in Discrete Contin Dyn Syst 39(4):1685–1730, 2019) to general
Riccati matrix differential equations for possibly uncontrollable linear Hamiltonian systems.

Keywords Linear Hamiltonian system · Genus of conjoined bases · Riccati differential
equation · Controllability · Orthogonal projector
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1 Introduction

Let n ∈ N be a given dimension and A, B,C : [a,∞) → Rn×n be given piecewise contin-
uous matrix-valued functions such that B(t) and C(t) are symmetric. In this paper we study
the properties of conjoined bases of the linear Hamiltonian system

x ′ = A(t) x + B(t) u, u′ = C(t) x − AT (t) u, t ∈ [a,∞). (H)
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CZ-61137 Brno, Czech Republic

123



1140 Journal of Dynamics and Differential Equations (2020) 32:1139–1155

Classical theory of system (H) involves a complete controllability (or equivalently an iden-
tical normality) assumption, see e.g. [1,5,8,11,14,16]. Recently in [19–23] the author and
Šimon Hilscher developed the theory of principal and antiprincipal solutions at infinity for
a nonoscillatory and possibly abnormal system (H) satisfying the Legendre condition

B(t) ≥ 0 for all t ∈ [a,∞). (1.1)

We showed the existence of principal solutions (X̂ , Û ) at infinity with all ranks of X̂(t)
in the range between n − d∞ and n, where d∞ is the maximal order of abnormality of (H)
(defined in (2.6) below), and derived their classification and limit propertieswith antiprincipal
solutions at infinity. These results motivated the investigations in [20,22], where we studied
conjoined bases (X ,U ) of (H) with eventually the same image of X(t). According to [20,
Definition 6.3] we say that such conjoined bases of (H) form a genus G. We proved that
every genus G can be represented by an orthogonal projector RG(t) satisfying the Riccati
type matrix differential equation

RG
′ − A(t) RG − RG AT (t) + RG [A(t) + AT (t)] RG = 0, t ∈ [a,∞). (1.2)

This allowed to obtain under (1.1) a geometric description of the set � of all genera of
conjoined bases of a nonoscillatory system (H), being a complete lattice [22, Theorem 4.8].

In this paper we extend the theory of genera of conjoined bases to arbitrary systems (H),
for which the Legendre condition is not assumed and/or the system may be oscillatory. More
precisely, in the new general definition of a genus corresponding to a conjoined basis (X ,U )

of (H) we consider the subspace

Im X(t) + Im R�∞(t), (1.3)

where R�∞(t) is the orthogonal projector onto the maximal subspace of the values at t of
eventually degenerate solutions (x ≡ 0, u) of (H).We refer to Sect. 2 for precise definitions of
these notions, including the notions of a conjoined basis and the (non)oscillation of system
(H). When the Legendre condition (1.1) holds and system (H) is nonoscillatory, then the
subspace in (1.3) eventually coincides with the image of X(t), which yields the previous
definition of a genus of conjoined bases in [20, Definition 6.3] for this special case.

In the more general context of (1.3) we then derive (Theorems 4.7 and 4.8) a charac-
terization of a genus G of conjoined bases in terms of the orthogonal projector RG(t) onto
the subspace in (1.3), where RG(t) satisfies the Riccati equation (1.2). This then leads to
a natural ordering on the set � of all genera of conjoined bases (Theorem 4.12), as well as to
a result stating that the set � forms a complete lattice (Theorem 4.14). This way we obtain
direct generalizations of the results in [22] to the case of system (H) without the Legendre
condition (1.1) or system (H) which is allowed to be oscillatory. The above results are based
on the analysis (Theorems 3.9, 3.10, and 3.13) of the relationship between the orthogonal
projectors solving the Riccati equation (1.2) and certain subspaces associated to the linear
control system

x ′ = A(t) x + B(t) u, t ∈ [a,∞). (1.4)

In this analysis we make use of the properties of filters in ordered sets (lattices).
The presented theory of genera of conjoined bases (in Sect. 4) is interesting by itself,

as well as it is motivating for subsequent research. It is applied in our subsequent paper
[18, Theorem 7.8 and Remark 7.9] in the study of distinguished solutions of Riccati matrix
differential equations for possibly abnormal linear Hamiltonian systems (compare with the
theory of Riccati matrix equations in [5,14,15]). Reference [18] appeared during the review
process of this paper. Moreover, system (H) with the maximal order of abnormality d∞ = 0
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satisfies the condition of weak disconjugacy, see [7, Definition 2.2], [9, Remark 2.6, part 2],
and [10, Lemma 5.5], so that the presented theory can be applied also to weakly disconjugate
system (H).

The paper is organized as follows. In Sect. 2 we recall basic notions from the theory
of linear Hamiltonian systems. In Sect. 3 we study the properties of solutions of the linear
control system (1.4) with the aid of the Riccati equation (1.2). Finally, in Sect. 4 we present
the main results of this paper regarding the new concept of a genus of conjoined bases of
(H). We also provide several examples illustrating this new theory.

2 Linear Hamiltonian Systems and Their Solutions

In this section we review needed notions and results about linear Hamiltonian systems.
Following a common convention, matrix solutions (X ,U ) of (H) will be denoted by the
capital letters, where X ,U : [a,∞) → Rn×n are piecewise continuously differentiable
matrix-valued functions on [a,∞). A solution (X ,U ) of (H) is called a conjoined basis
if rank (XT (t), UT (t))T = n and XT (t)U (t) is symmetric at some and hence at any t ∈
[a,∞). The principal solution (X̂α, Ûα) at the point α ∈ [a,∞) is an example of such
a conjoined basis. It is defined as the solution of (H) with the initial conditions X̂α(α) = 0
and Ûα(α) = I .

The oscillation of conjoined bases of (H) satisfying (1.1) is defined via the concept of
proper focal points, see [27, Definition 1.1] and [6,24,25]. However, this concept will not be
explicitly needed in this paper. By [26, Definition 2.1], a conjoined basis (X ,U ) of (H) is
called nonoscillatory if there exists α ∈ [a,∞) such that Ker X(t) is constant on [α,∞).
In the opposite case (X ,U ) is called oscillatory. The main result of [26] then describes the
nonoscillatory behavior of conjoined bases of (H).

Proposition 2.1 Assume that the Legendre condition (1.1) holds. Then there exists a nonoscil-
latory conjoined basis of (H) if and only if every conjoined basis of (H) is nonoscillatory.

Based on this result we say that system (H) is (non)oscillatory if one and hence all
conjoined bases of (H) are (non)oscillatory.

In this paper we will use orthogonal projectors. If V is a subspace of Rn , then we denote
by PV the orthogonal projector onto V . That is, PV is a symmetric and idempotent n × n
matrix such that ImPV = V = Ker (I −PV ) and KerPV = V⊥ = Im (I −PV ). Orthogonal
projectors are easily constructed by using Moore–Penrose pseudoinverses. More precisely,
for a matrix M ∈ Rm×n we denote by M† ∈ Rn×m its Moore–Penrose pseudoinverse. Then
the matrix MM† is the orthogonal projector onto Im M and the matrix M†M is the orthog-
onal projector onto Im M† = Im MT . Moreover, rank M = rank MM† = rank M†M . For
a general theory of pseudoinversematrices we refer to [2], [3, Chapter 6], and [4, Section 1.4].

Given a conjoined basis (X ,U ) of (H), by its kernel, resp. image, wemean the kernel, resp.
image, of X . Furthermore, we define on [a,∞) the orthogonal projectors onto the subspaces
Im XT (t) and Im X(t) by

P(t) := PIm XT (t) = X†(t) X(t), R(t) := PIm X(t) = X(t) X†(t). (2.1)

If (X ,U ) has constant kernel on [α,∞) ⊆ [a,∞), then P(t) is constant on [α,∞) and we
set

P := P(t) on [α,∞). (2.2)
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In this case (X ,U ) has constant rank r on [α,∞) with

r := rank X(t) = rank P = rank R(t) on [α,∞). (2.3)

The following result is from [19, Theorem 4.2], in which we observe that condition (1.1) is
not needed.

Proposition 2.2 Let (X ,U ) be a conjoined basis of (H) with constant kernel on [α,∞) and
let P and R(t) be the corresponding matrices in (2.2) and (2.1). Then the equalities

Im [U (t) (I − P)] = Ker R(t), B(t) = R(t) B(t) = B(t) R(t) (2.4)

hold for all t ∈ [α,∞). Moreover, the matrix R(t) solves the Riccati equation (1.2) on
[α,∞).

Following the standard notation used in [13, Section 3] and [22, Section 2], we denote
by �[α,∞) the linear space of n-dimensional piecewise continuously differentiable vector-
valued functions u which satisfy the equations u′ = −AT (t) u and B(t) u = 0 on [α,∞).
The functions u ∈ �[α,∞) then correspond to the solutions (x ≡ 0, u) of system (H) on
[α,∞). The space �[α,∞) is finite-dimensional with d[α,∞) := dim�[α,∞) ≤ n. The
number d[α,∞) is called the order of abnormality of system (H) on the interval [α,∞).
For a given α ∈ [a,∞) we denote by �t [α,∞) the subspace in Rn of values of functions
u ∈ �[α,∞) at the point t ∈ [α,∞), i.e.,

�t [α,∞) := {c ∈ Rn, u(t) = c for some u ∈ �[α,∞)}, t ∈ [α,∞). (2.5)

It is easy to see that the subspace �t [α,∞) is finite-dimensional with dim�t [α,∞) =
d[α,∞) for all t ∈ [α,∞). We note that the set �[t,∞) is nondecreasing in t on [a,∞)

with respect to the usual ordering in the set of linear subspaces ofRn and hence it is eventually
constant. This means that the integer-valued function d[t,∞) is nondecreasing, piecewise
constant, and right-continuous on [a,∞). In particular, there exists the limit

d∞ := lim
t→∞ d[t,∞) = max

t∈[a,∞)
d[t,∞), 0 ≤ d∞ ≤ n, (2.6)

which we call the maximal order of abnormality of (H). Moreover, the definition of the
quantity d∞ in (2.6) and the monotonicity of the function d[t,∞) then imply the existence
of the point α∞ ∈ [a,∞) satisfying

α∞ = min{α ∈ [a,∞), d[α,∞) = d∞}. (2.7)

From (2.6) and (2.7) we then obtain that the subspace �[α∞,∞) satisfies the equalities

�[α∞,∞) = lim
α→∞ �[α,∞) = max

α∈[a,∞)
�[α,∞), (2.8)

�[α,∞) ≡ �[α∞,∞), α ∈ [α∞,∞). (2.9)

3 Auxiliary Results on Linear Control Systems

In this section we present some auxiliary results about the solutions of the first order linear
differential equation (1.4), where A, B : [a,∞) → Rn×n are given piecewise continuous
matrix-valued functions. Our main results describe the relationship between the subspaces
of values of the solutions of system (1.4) and the orthogonal projectors solving the Riccati
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equation (1.2), see Theorems 3.9 and 3.13. These properties will be utilized in Sect. 4 in
order to develop correctly the concept of a genus of conjoined bases of system (H).

Solutions of (1.4) are considered to be pairs of n-dimensional vector-valued functions
(x, u) such that u(t) is piecewise continuous on [a,∞) and x(t) is piecewise continuously
differentiable on [a,∞). In the literature such a pair (x, u) is sometimes termed as admissible,
while (1.4) is then called the equation of motion. This terminology is motivated by the
variational analysis and control theory, where the solutions of (1.4) are related with a certain
type of quadratic functionals, see e.g. [5,11,12,14,17]. By the symbol S we will denote the
linear space of the first components of solutions of (1.4), i.e.,

S := {x : [a,∞) → Rn, (x, u) is admissible for some u}.
Let t ∈ [a,∞). For a given subspace V ⊆ S we will denote by Vt the subspace of Rn

consisting of the values of functions x ∈ V at the point t , that is

Vt := {c ∈ Rn, x(t) = c for some x ∈ V}. (3.1)

The main results of this section are formulated in terms of orthogonal projectors Z(t) which
solve the symmetric Riccati matrix differential equation (1.2), i.e.,

Z ′ − A(t) Z − Z AT (t) + Z [A(t) + AT (t)] Z = 0, t ∈ [a,∞). (3.2)

We recall from Sect. 2 that thematrixM ∈ Rn×n is an orthogonal projector ifM is symmetric
and idempotent, i.e., the equalities M = MT and M2 = M hold. In the following three
propositions and one remark we collect basic results about the solutions Z(t) of (3.2) which
are orthogonal projectors for all t ∈ [a,∞), see [22, Section 3].

Proposition 3.1 Let Z0 ∈ Rn×n be an orthogonal projector and let t0 ∈ [a,∞) be fixed. Then
the unique solution Z(t) of (3.2) which satisfies the initial condition Z(t0) = Z0 exists on
the whole interval [a,∞) and the matrix Z(t) is an orthogonal projector for all t ∈ [a,∞).

Proposition 3.2 Let Z1(t) and Z2(t) be two orthogonal projectors which solve (3.2) on
[a,∞). Then the inclusion Im Z1(t) ⊆ Im Z2(t) holds for every t ∈ [a,∞) if and only if the
inclusion Im Z1(t0) ⊆ Im Z2(t0) holds for some t0 ∈ [a,∞).

Proposition 3.3 Let Z1(t) and Z2(t) be two orthogonal projectors which solve (3.2) on
[a,∞). For each t ∈ [a,∞) denote by Ẑ(t) and Z̃(t) the orthogonal projectors onto the
subspaces Im Z1(t) ∩ Im Z2(t) and Im Z1(t) + Im Z2(t), respectively. Then the matrices
Ẑ(t) and Z̃(t) satisfy (3.2) on [a,∞).

Remark 3.4 The matrix Z(t) is a solution of (3.2) if and only if I − Z(t) is a solution of the
Riccati equation

Y ′ + AT (t) Y + Y A(t) − Y [A(t) + AT (t)] Y = 0, t ∈ [a,∞), (3.3)

which is obtained from (3.2) by changing the coefficient A(t) to −AT (t).

Throughout this section we will use the following notation. By the symbol L(A) we will
denote the set of all orthogonal projectors Z(t) which solve (3.2) on the whole interval
[a,∞). Furthermore, the symbol L(A, B) will denote the set of all orthogonal projectors
Z(t) which solve (3.2) on [a,∞) and in addition satisfy the inclusion

Im B(t) ⊆ Im Z(t) for all t ∈ [a,∞). (3.4)
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Remark 3.5 (i) The results in Propositions 3.1–3.3 show that the set L(A) can be ordered
with respect to inclusion of subspaces Im Z(t). More precisely, L(A) is a complete lattice
with the least element Z(t) ≡ 0 on [a,∞) and the greatest element Z(t) ≡ I on [a,∞).
In particular, the matrices Ẑ(t) and Z̃(t) from Proposition 3.3 represent the infimum and
supremum of Z1(t) and Z2(t), respectively, in this ordering. We also note that the lattice
L(A) is isomorphic to the complete lattice of all subspaces in Rn .

(ii) The observation in Remark 3.4 implies that the complete latticeL(−AT ) associated to
equation (3.3) is isomorphic to the dual lattice toL(A). In particular, the orthogonal projector
Z(t) belongs to L(A) if and only if the orthogonal projector I − Z(t) belongs to L(−AT ).

From Remark 3.5(i) and the obvious relation L(A, B) ⊆ L(A) we obtain immediately
that the matrices Z(t) belonging to set L(A, B) can be also ordered with respect to inclusion
of the subspaces Im Z(t). Moreover, in the next proposition we prove that the ordered set
L(A, B) is a sublattice of L(A).

Proposition 3.6 The ordered set L(A, B) is a sublattice of the complete lattice L(A).

Proof Let Z1(t) and Z2(t) be two orthogonal projectors belonging to L(A, B). Moreover,
let Ẑ(t) and Z̃(t) be the orthogonal projectors in Proposition 3.3 and Remark 3.5(i) which
respectively correspond to the infimum and supremum of Z1(t) and Z2(t) in the lattice
L(A). We will show that the matrices Z̃(t) and Ẑ(t) belong to the set L(A, B). Indeed, the
two projectors Ẑ(t) and Z̃(t) solve (3.2) on the whole interval [a,∞), by Proposition 3.3.
Moreover, the inclusions Im B(t) ⊆ Im Z1(t) and Im B(t) ⊆ Im Z2(t) on [a,∞) imply that

Im B(t) ⊆ Im Z1(t) ∩ Im Z2(t) = Im Ẑ(t), Im B(t) ⊆ Im Z1(t) + Im Z2(t) = Im Z̃(t)

for every t ∈ [a,∞). This shows that the matrices Ẑ(t) and Z̃(t) satisfy condition (3.4)
and hence, they belong to L(A, B). Therefore, the ordered set L(A, B) is a sublattice of the
lattice L(A) and the proof is complete. �


In the following lemma we derive an auxiliary property of solutions of (1.4).

Lemma 3.7 Let (x, u) be an admissible pair and let Z(t) be an orthogonal projector belong-
ing to L(A). Then the vector w(t) := [I − Z(t)] x(t) satisfies on [a,∞) the equation

w′ − {
A(t) − Z(t) [A(t) + AT (t)]} w − [I − Z(t)] B(t) u(t) = 0. (3.5)

Proof Let (x, u) and Z(t) be as in the statement. By using (1.4) and (3.2) we have on [a,∞)

w′ = −Z ′x + (I − Z) x ′ = [−AZ − Z AT + Z (A + AT ) Z ] x + (I − Z) (Ax + Bu)

= {
A − Z [A + AT ]} w + (I − Z) Bu.

Thus, the vector w(t) satisfies the linear differential equation (3.5) on [a,∞). �

Remark 3.8 Let t0 ∈ [a,∞) be fixed. Using the variation of constant formula applied to (3.5)
we obtain for the function w(t) in Lemma 3.7 the expression

w(t) = �(t, t0)w(t0) + �(t, t0)
∫ t

t0
�−1(s, t0) [I − Z(s)] B(s) u(s) ds, t ∈ [a,∞),

(3.6)
where�(t, t0) is the fundamental matrix of the equation y′ = {A(t)−Z(t) [A(t)+AT (t)]} y
for t ∈ [a,∞) with �(t0, t0) = I .
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In the first main result of this section we provide a fundamental connection between the
structure of the lattice L(A, B) and the subspaces Vt in (3.1). For this purpose we now recall
the standard terminology for lattices (M,�). Namely, a subset F ⊆ M is called a filter of
the lattice M if F is a sublattice of M such that for any f ∈ F and x ∈ M the condition
f � x implies x ∈ F . Moreover, for a given f ∈ M the subset F := {x ∈ M, f � x} is
called the principal filter of M generated by f . In particular, we describe all principal filters
of L(A, B) in terms of the subspaces Vt .

Theorem 3.9 Let Z(t) be an orthogonal projector belonging to the lattice L(A, B) and let
Z be the principal filter of L(A, B) generated by Z(t). Then the following statements hold.

(i) For any given subspace V ⊆ S the orthogonal projector Z̃(t) onto the set Vt + Im Z(t)
belongs to Z.

(ii) For any given orthogonal projector Z̃(t) fromZ there exists a subspace V ⊆ S such that
the matrix Z̃(t) is the orthogonal projector onto the set Vt + Im Z(t) for all t ∈ [a,∞).

Proof (i) Let V be a subspace of S and let Z̃(t) be the orthogonal projector onto the subspace
Vt +Im Z(t) on [a,∞). Fix t0 ∈ [a,∞) and consider the solution Z̄(t) of (3.2) satisfying the
initial condition Z̄(t0) = Z̃(t0). From Proposition 3.1 it then follows that Z̄(t) is defined on
the whole interval [a,∞) and thematrix Z̄(t) is an orthogonal projector for every t ∈ [a,∞).
Moreover, the equalities Vt0 + Im Z(t0) = Im Z̃(t0) = Im Z̄(t0) imply that Vt0 ⊆ Im Z̄(t0)
and Im Z(t0) ⊆ Im Z̄(t0). The latter inclusion then yields Im Z(t) ⊆ Im Z̄(t) for all t ∈
[a,∞), by Proposition 3.1. Let (x, u) be an admissible pair such that x ∈ V . Since x(t0) ∈
Vt0 ⊆ Im Z̄(t0), the vector w(t) := [I − Z̄(t)] x(t) satisfies w(t0) = 0. Consequently, using
Lemma 3.7, formula (3.6), and condition (3.4) with Z := Z̄ we have thatw(t) = 0 for all t ∈
[a,∞). Therefore, the vector x(t) ∈ Im Z̄(t) for every t ∈ [a,∞). This shows the inclusion
Vt ⊆ Im Z̄(t) on [a,∞), which in turn implies that Im Z̃(t) = Vt + Im Z(t) ⊆ Im Z̄(t) for
all t ∈ [a,∞). Suppose now that there exists τ ∈ [a,∞) such that Im Z̃(τ ) � Im Z̄(τ ).
Let Zτ (t) be the solution of (3.2) satisfying the initial condition Zτ (τ ) = Z̃(τ ). By using
the similar arguments as above we obtain that Zτ (t) can be extended to the whole interval
[a,∞) being an orthogonal projector and the inclusion Vt + Im Z(t) ⊆ Im Zτ (t) holds
for all t ∈ [a,∞). Moreover, the initial inclusion Im Zτ (τ ) � Im Z̄(τ ) yields the relation
Im Zτ (t) � Im Z̄(t) on [a,∞) by Proposition 3.2. In particular, the choice t = t0 implies
that

Im Z̄(t0) = Im Z̃(t0) = Vt0 + Im Z(t0) ⊆ Im Zτ (t0) � Im Z̄(t0),

which is a contradiction. Therefore, we have the equality Im Z̃(t) = Im Z̄(t) for all t ∈
[a,∞), which by the uniqueness of orthogonal projectors means that Z̃(t) = Z̄(t) on [a,∞).
Hence, the matrix Z̃(t) solves (3.2). Finally, the inclusions Im B(t) ⊆ Im Z(t) ⊆ Im Z̃(t)
on [a,∞) yield that the orthogonal projector Z̃(t) satisfies condition (3.4) and belongs to Z.

(ii) Let Z̃(t) be an orthogonal projector of the principal filterZ. This means that the matrix
Z̃(t) solves (3.2) and that the inclusions Im B(t) ⊆ Im Z(t) ⊆ Im Z̃(t) hold on [a,∞). For
a fixed t0 ∈ [a,∞) consider a subspaceV ⊆ S satisfying the initial conditionVt0 = Im Z̃(t0).
Using similar arguments to those of the proof of part (i) above we obtain that Vt ⊆ Im Z̃(t)
for all t ∈ [a,∞). Denote by Z̄(t) the orthogonal projector onto the subspace Vt + Im Z(t)
for each t ∈ [a,∞). Then the inclusion Im Z̄(t) = Vt + Im Z(t) ⊆ Im Z̃(t) holds on [a,∞).
In particular, at the point t = t0 we have that Im Z̃(t0) = Vt0 ⊆ Im Z̄(t0). Hence, we get
the equality Im Z̄(t0) = Im Z̃(t0), which by the uniqueness of orthogonal projectors means
that Z̄(t0) = Z̃(t0). On the other hand, from part (i) of the theorem it follows that the matrix
Z̄(t) solves (3.2) on [a,∞). Therefore, by Proposition 3.1 we conclude that Z̄(t) = Z̃(t)
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for all t ∈ [a,∞). Finally, the matrix Z̃(t) is the orthogonal projector onto the subspace
Vt + Im Z(t) for every t ∈ [a,∞) and the proof is complete. �


From Proposition 3.6 we know that the set L(A, B), as a sublattice of the complete
lattice L(A), is a complete lattice itself. The statements of Theorem 3.9 are then particularly
important when the orthogonal projector Z(t) is equal to the least element of L(A, B).

Theorem 3.10 Let Z(t) be the least element of the complete lattice L(A, B). Then the fol-
lowing statements hold.

(i) For any given subspace V ⊆ S the orthogonal projector Z̃(t) onto the set Vt + Im Z(t)
belongs to L(A, B).

(ii) For any given orthogonal projector Z̃(t) from L(A, B) there exists a subspace V ⊆ S
such that Z̃(t) is the orthogonal projector onto the set Vt + Im Z(t) for all t ∈ [a,∞).

Proof The statements follow directly from Theorem 3.9, because in this case the principal
filter Z of L(A, B) generated by Z(t) is equal to the whole lattice L(A, B). �


In the next corollary we discuss the situation when the matrix B(t) ≡ 0 on [a,∞), i.e.,
we analyze the homogeneous linear differential equation

x ′ = A(t) x, t ∈ [a,∞). (3.7)

We note that in this case every orthogonal projector Z(t) which solves (3.2) on [a,∞)

satisfies trivially condition (3.4), i.e., the sets L(A, 0) and L(A) coincide. In addition, the
matrix Z(t) ≡ 0 on [a,∞) is the least element of L(A, 0) = L(A), by Remark 3.5(i). In
particular, we characterize the elements of the set L(A) in terms of subspaces of solutions of
(3.7).

Corollary 3.11 Let Z(t) be an orthogonal projector defined on [a,∞). Then the following
statements are equivalent.

(i) The matrix Z(t) belongs to L(A).
(ii) There exists a subspaceV of solutions of (3.7) such that thematrix Z(t) is the orthogonal

projector onto the set Vt for every t ∈ [a,∞).

Proof Suppose that the orthogonal projector Z(t) belongs to L(A), i.e., the matrix Z(t)
solves (3.2) on [a,∞). According to Theorem 3.10(ii) with B := 0, Z := 0, and Z̃ := Z
there exists a subspace V of solutions of (3.7) such that Z(t) is the orthogonal projector onto
the set Vt for all t ∈ [a,∞). Conversely, let V be a subspace of solutions of (3.7) such that
Vt = Im Z(t) for every t ∈ [a,∞). By using Theorem 3.10(i) again with B := 0, Z := 0,
and Z̃ := Z we obtain that the matrix Z(t) belongs to the set L(A, 0) = L(A), which
completes the proof. �

Remark 3.12 We note that the orthogonal projectors Z(t) belonging to L(A) can be also
classified in terms of subspaces of solutions of the equation

x ′ = −AT (t) x, t ∈ [a,∞). (3.8)

More precisely, an orthogonal projector Z(t) belongs to L(A) if and only if there exists
a subspaceV of solutions of (3.8) such thatVt = Im [I−Z(t)] = Ker Z(t) for all t ∈ [a,∞).
This follows directly from Corollary 3.11 applied to Eqs. (3.3) and (3.8), and Remark 3.5(ii).
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In the last result of this section we provide a complete classification of all orthogonal pro-
jectors Z(t) which belong to the set L(A, B). More precisely, we show that such orthogonal
projectors Z(t) correspond to the subspaces of solutions of the equations

z′ = −AT (t) z, BT (t) z = 0, t ∈ [a,∞). (3.9)

We denote by � the linear space of all solutions of (3.9). For a given subspace V ⊆ � the
symbol Vt will have the same meaning as in (3.1).

Theorem 3.13 Let Z(t) be an orthogonal projector defined on [a,∞). Then the following
statements are equivalent.

(i) The matrix Z(t) belongs to the set L(A, B).
(ii) There exists a subspace V ⊆ � of solutions of (3.9) such that the matrix I − Z(t) is the

orthogonal projector on the set Vt for every t ∈ [a,∞).

Proof Let Z(t) be an orthogonal projector belonging to L(A, B), i.e., the matrix Z(t) solves
(3.2) on [a,∞) and satisfies (3.4). According to Remark 3.12 there exists a subspace V of
solutions of (3.8) such that the matrix I − Z(t) is the orthogonal projector onto the set Vt for
all t ∈ [a,∞). Moreover, by taking the orthogonal complements in condition (3.4) we get the
inclusion Im [I−Z(t)] ⊆ Ker BT (t) for all t ∈ [a,∞). This shows that every function z ∈ V
satisfies for all t ∈ [a,∞) the relation z(t) ∈ Im [I − Z(t)] and consequently, the equality
BT (t) z(t) = 0. Therefore, the set V is a subspace in �, i.e., a subspace of solutions of
(3.9), showing (ii). Conversely, let V ⊆ � be a given subspace and let Z(t) be an orthogonal
projector such that I − Z(t) is the orthogonal projector onto the set Vt for every t ∈ [a,∞).
Then the matrix Z(t) solves (3.2) on [a,∞), by Remark 3.12. Finally, the second equation
in (3.9) implies that BT (t) [I − Z(t)] = 0 on [a,∞), i.e., condition (3.4) holds. Therefore,
the orthogonal projector Z(t) belongs to L(A, B) and the proof is complete. �

Remark 3.14 We note that the statement of Theorem 3.13 can be equivalently formulated as
follows. The matrix Z(t) belongs to L(A, B) if and only if there exists a subspace V ⊆ �

of solutions of (3.9) such that Z(t) is the orthogonal projector onto the set V⊥
t for every

t ∈ [a,∞). Here V⊥
t := (Vt )

⊥ denotes the orthogonal complement of the subspace Vt in
Rn .

Remark 3.15 From Theorem 3.13 and Remark 3.14 with the choice V = � it follows that
the orthogonal projector onto the subspace �⊥

t , i.e., the matrix

R�(t) := P�⊥
t
, t ∈ [a,∞), (3.10)

belongs to L(A, B). In particular, the function Z(t) = R�(t) on [a,∞) is then the least
element of the lattice L(A, B). Similarly, the orthogonal projector Z(t) ≡ I on [a,∞)

which corresponds to the subspace V = {0} in Theorem 3.13, is the greatest element of
L(A, B). We also note that with the aid of the orthogonal projector R�(t) in (3.10) the set
L(A, B) can be characterized as follows. For any given α ∈ [a,∞) the lattice L(A, B) is
isomorphic to the principal filter of the complete lattice of all subspaces in Rn generated by
Im R�(α).

4 Theory of Genera of Conjoined Bases

In this section we develop the theory of genera of conjoined bases of (H), when the Legendre
condition (1.1) is not assumed and/or this system is allowed to be oscillatory. The presented
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theory generalizes the results for a nonoscillatory system (H) in [20,22]. In particular, we
introduce a new definition of genus of conjoined bases (Definition 4.3) and present important
properties of such an object. We derive a criterion saying when two conjoined bases belong
to the same genus (Theorem 4.5), show that every genus can be characterized by a unique
orthogonal projector RG(t)which satisfies the Riccati equation (1.2) (Theorems 4.7 and 4.8),
and prove that the set of all genera forms a complete lattice with respect to a suitable ordering
(Definition 4.10 and Theorem 4.14). We also classify the conjoined bases belonging to the
minimal genus Gmin of the above complete lattice (Theorem 4.15).

Following Remark 3.15 we define the orthogonal projector

R�∞(t) := PW⊥
t
, where Wt := �t [α∞,∞), t ∈ [α∞,∞), (4.1)

where the point α∞ is determined in (2.7) and �t [α∞,∞) is defined by (2.5). Moreover,
following the notation in Sect. 3 we denote by L(A, B)∞ the set of all orthogonal projectors
Z(t) which solve Eq. (3.2) and satisfy the inclusion in (3.4) on the interval [α∞,∞).

Remark 4.1 (i) From the second identity in (2.9) it follows that for any α ≥ α∞ the matrix
R�∞(t) defined in (4.1) is the orthogonal projector onto the set

(
�t [α,∞)

)⊥ on [α,∞), i.e.,

R�∞(t) = PU⊥
t
, where Ut := �t [α,∞), t ∈ [α,∞). (4.2)

(ii) We note that in agreement with Remark 3.15 the orthogonal projector R�∞(t) is the
least element of the complete lattice L(A, B)∞.

In the following auxiliary result we derive a relation between conjoined bases of (H) and
orthogonal projectors of the set L(A, B)∞.

Lemma 4.2 Let (X ,U ) be a conjoined basis of (H). For each t ∈ [α∞,∞) denote by Z(t) the
orthogonal projector onto the subspace Im X(t)+ Im R�∞(t). Then the matrix Z(t) belongs
to the set L(A, B)∞.

Proof Let (X ,U ) and Z(t) be as in the statement. For a given c ∈ Rn consider the vector
solution (x, u) := (Xc,Uc) of (H). Since the pair (x, u) solves the equation of motion (1.4),
it is an admissible pair. Moreover, let V be the subspace of the first components of all such
admissible pairs (x, u), that is, the subspace of all vector-valued functions x of the form
x = Xc for some c ∈ Rn . In particular, the equality Vt = Im X(t) holds for all t ∈ [a,∞).
From Remark 4.1(ii) and Theorem 3.10(i) it then follows that the orthogonal projector Z(t)
belongs to L(A, B)∞. �


In [20, Definition 6.3] we introduced a genus of conjoined bases for a nonoscillatory
system (H). Below we extend this notion to general possibly oscillatory system (H). We
can observe that the orthogonal projector R�∞(t) defined in (4.1) plays a crucial role in
this extension, see also the comments in Remark 4.17(i). Also, below we do not require the
validity of the Legendre condition (1.1).

Definition 4.3 (Genus of conjoined bases)Let (X1,U1) and (X2,U2) be two conjoined bases
of (H). We say that (X1,U1) and (X2,U2) have the same genus (or they belong to the same
genus) if there exists α ∈ [α∞,∞) such that

Im X1(t) + Im R�∞(t) = Im X2(t) + Im R�∞(t), t ∈ [α,∞),

where α∞ is defined in (2.7).
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Remark 4.4 From Definition 4.3 it follows that the relation “having (or belonging to) the
same genus” is an equivalence relation on the set of all conjoined bases of (H). Therefore,
there exists a partition of this set into disjoint classes of conjoined bases of (H) with the same
genus. This allows to interpret each equivalence class G as a genus itself.

In the following result we provide a fundamental property of conjoined bases of (H) which
belong to the same genus.

Theorem 4.5 Let (X1,U1) and (X2,U2) be conjoined bases of (H). Then the following
statements are equivalent.

(i) The conjoined bases (X1,U1) and (X2,U2) belong to the same genus.
(ii) The equality Im X1(t) + Im R�∞(t) = Im X2(t) + Im R�∞(t) holds for every t ∈

[α∞,∞).
(iii) The equality Im X1(t) + Im R�∞(t) = Im X2(t) + Im R�∞(t) holds for some t ∈

[α∞,∞).

Proof Let (X1,U1) and (X2,U2) be as in the theorem and let Z1(t) and Z2(t) be the orthog-
onal projectors in Lemma 4.2 associated to the functions X1(t) and X2(t) on [α∞,∞). In
particular, the matrices Z1(t) and Z2(t) solve the Riccati equation (3.2) on [α∞,∞). If
(X1,U1) and (X2,U2) belong to the same genus, then the equality Z1(t) = Z2(t) holds on
[α,∞) for some α ≥ α∞, by Definition 4.3 and by the uniqueness of orthogonal projectors.
From Proposition 3.1 it then follows that Z1(t) = Z2(t) for all t ∈ [α∞,∞), showing (ii).
Conversely, (ii) implies (i) trivially. Finally, by using Proposition 3.1 once more and the
uniqueness of solutions of (3.2) we obtain the equivalence of statements (ii) and (iii), which
completes the proof. �


Let G be a genus of conjoined bases of (H) and let (X ,U ) be a conjoined basis of (H)
belonging to G. The definition of genus and the results in Theorem 4.5 imply that for all
t ∈ [α∞,∞) the subspace Im X(t) + Im R�∞(t) does not depend on the particular choice of
such a conjoined basis (X ,U ). Therefore, the orthogonal projector onto Im X(t)+Im R�∞(t),
i.e., the matrix

RG(t) := PVt , where Vt := Im X(t) + Im R�∞(t), t ∈ [α∞,∞), (4.3)

is uniquely determined for each genus G.

Remark 4.6 We note that the definition of the matrix RG(t) in (4.3) implies that for every
conjoined basis (X ,U ) of (H) in the genus G the associated orthogonal projector Z(t) in
Lemma 4.2 satisfies Z(t) = RG(t) on [α∞,∞). In particular, this shows that the orthogonal
projectors RG(t) are elements of the complete lattice L(A, B)∞.

The next two theorems provide a classification of all genera G of conjoined bases of (H)
in terms of their associated orthogonal projectors RG(t) in (4.3). More precisely, we show
that the matrices RG(t) solve the Riccati equation (1.2) on [α∞,∞) and satisfy the inclusion
Im R�∞(t) ⊆ Im RG(t) for all t ∈ [α∞,∞).

Theorem 4.7 Let G be a genus of conjoined bases of (H) and let RG(t) be the orthogonal
projector defined in (4.3). Then the matrix RG(t) is a solution of the Riccati equation (1.2)
on [α∞,∞) and the inclusion Im R�∞(t) ⊆ Im RG(t) holds for every t ∈ [α∞,∞).
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Proof From Remark 4.6 we know that the matrix RG(t) belongs to the complete lat-
tice L(A, B)∞. Therefore, the function RG(t) solves (1.2) on [α∞,∞). Moreover, by
Remark 4.1(ii) the matrix R�∞(t) defined in (4.1) is the least element of L(A, B)∞, which
in turn yields the condition Im R�∞(t) ⊆ Im RG(t) for all t ∈ [α∞,∞). �

Theorem 4.8 Let β ∈ [α∞,∞) be fixed and let R ∈ Rn×n be an orthogonal projector
satisfying Im R�∞(β) ⊆ Im R. Then there exists a unique genus G of conjoined bases of (H)
such that its corresponding orthogonal projector RG(t) in (4.3) satisfies RG(β) = R.

Proof Let R and β be as in the theorem and consider the solution (X ,U ) of (H) given by the
initial conditions X(β) = R−R�∞(β) andU (β) = I −R+R�∞(β). First we will prove that
(X ,U ) is a conjoined basis. By using the identities R R�∞(β) = R�∞(β) = R�∞(β) R we
obtain that the matrix XT (β)U (β) = [R − R�∞(β)] [I − R + R�∞(β)] = 0 is symmetric.
Moreover, the equalities rank [XT (β), UT (β)] = rank [R−R�∞(β), I−R+R�∞(β)] = n
hold, because Ker [R− R�∞(β)] ∩Ker [I − R+ R�∞(β)] = {0}. This shows that (X ,U ) is
a conjoined basis of (H). Let G be the genus of conjoined bases of (H) such that (X ,U ) ∈ G
and let RG(t) be its corresponding matrix defined in (4.3). The equality Im [R − R�∞(β)] =
Im R ∩ Ker R�∞(β) implies that Im [R − R�∞(β)] ∩ Im R�∞(β) = {0}. Therefore, the
subspace Vt in (4.3) satisfies

Vβ = Im [R − R�∞(β)] ⊕ Im R�∞(β) = (
Im R ∩ Ker R�∞(β)

) ⊕ Im R�∞(β) = Im R.

On the other hand, the identity Vβ = Im RG(β) holds. Thus, we have that Im RG(β) = Im R,
which by the uniqueness of the orthogonal projectors yields the equality RG(β) = R. Finally,
since the matrix RG(t) solves the Riccati equation (1.2) or (3.2) on [α∞,∞) by Theorem 4.7
and since the solutions of (3.2) are unique by Proposition 3.1, it follows that the genus G is
uniquely determined by RG(t), and hence by the orthogonal projector R. �

Remark 4.9 Combining the results from Remark 4.1(ii) and Theorems 4.7 and 4.8 allows to
strengthen the observation in Remark 4.6. Namely, the matrices RG(t) in (4.3) associated
to genera G of conjoined bases of (H) coincide with the elements of the complete lattice
L(A, B)∞. We also note that every such orthogonal projector RG(t), as a solution of (1.2) on
[α∞,∞), has constant rank rG on the whole interval [α∞,∞). In this context, we may adopt
for the number rG the terminology rank of the genus G and write rank G := rG , compare also
with [21, Remark 6.4]. In particular, n − d∞ ≤ rank G ≤ n holds.

Based on the results in Theorems 4.7 and 4.8 we can now introduce an ordering on the
set of all genera of conjoined bases of (H) which corresponds to the ordering in the lattice
L(A, B)∞.

Definition 4.10 Let G and H be two genera of conjoined bases of (H) and let RG(t) and
RH(t) be their corresponding orthogonal projectors in (4.3), respectively. We say that the
genus G is below the genusH (or that the genusH is above the genus G) and we write G � H
if the inclusion Im RG(t) ⊆ Im RH(t) holds for all t ∈ [α∞,∞).

Remark 4.11 We note that the genera G and H satisfy G � H if and only if the inclusion
Im RG(β) ⊆ Im RH(β) holds for some β ∈ [α∞,∞). This follows from Definition 4.10 and
Proposition 3.2, because the matrices RG(t) and RH(t) are solutions of the Riccati equation
(1.2) on [α∞,∞), by Theorem 4.7.

By the symbol � we will denote the set of all genera of conjoined bases of (H).
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Theorem 4.12 The relation � from Definition 4.10 is an ordering on the set �.

Proof The statement follows from the one-to-one correspondence in Remarks 4.9 and 4.11
between the genera G of conjoined bases of (H) and the orthogonal projectors RG(t) of the
ordered set L(A, B)∞. �

Remark 4.13 (i) Based on Proposition 3.3 and Remark 3.5(i) we can describe explicitly the
infimum G ∧H and the supremum G ∨H of two genera G andH of the set �. More precisely,
if RG(t) and RH(t) are the orthogonal projectors associated to the genera G andH, then G∧H
is the genus of conjoined bases corresponding to the orthogonal projector onto the subspace
Im RG(t)∩ Im RH(t) on [α∞,∞), and G ∨H is the genus of conjoined bases corresponding
to the orthogonal projector onto the subspace Im RG(t)+ Im RH(t) on [α∞,∞). This shows
that (�,�) is a lattice.

(ii) If the orthogonal projector RG(t) satisfies RG(t) = R�∞(t) on [α∞,∞), then the
genus G = Gmin is calledminimal, while if RG(t) ≡ I on [α∞,∞), then the genus G = Gmax

is called maximal. We remark that this terminology is in full agreement with the results in
Remarks 3.15 and 4.1(ii).

Theorem 4.14 The ordered set (�,�) is a complete lattice. In particular, the minimal genus
Gmin is the least element of � with respect to the ordering �, while the maximal genus Gmax

is the greatest element of � with respect to �.

Proof The statement follows directly from Theorem 4.12 and Remarks 4.9 and 4.13, since
the lattice (�,�) is isomorphic to the complete lattice L(A, B)∞. �


In the following result we characterize the conjoined bases belonging to theminimal genus
Gmin. We also show that the principal solution at the point α for α ∈ [α∞,∞) belongs to the
minimal genus Gmin. This statement generalizes [22, Proposition 4.7] to a possibly oscillatory
system (H).

Theorem 4.15 Let (X ,U ) be a conjoined basis of (H). Then (X ,U ) belongs to the minimal
genus Gmin if and only if the inclusion Im X(t) ⊆ Im R�∞(t) holds for some (and hence for
every) t ∈ [α∞,∞). In particular, for every α ≥ α∞ the principal solution (X̂α, Ûα) at the
point α belongs to Gmin.

Proof Let G be the genus of conjoined bases of (H) such that (X ,U ) ∈ G and let RG(t) be its
representing orthogonal projector in (4.3). In particular, the inclusions Im X(t) ⊆ Im RG(t)
and Im R�∞(t) ⊆ Im RG(t) hold on [α∞,∞). If G is equal to the minimal genus Gmin,
then RG(t) = R�∞(t) for all t ∈ [α∞,∞), by Remark 4.13(ii), and in turn we obtain that
Im X(t) ⊆ Im RG(t) = Im R�∞(t) for every t ∈ [α∞,∞). Conversely, let β ∈ [α∞,∞)

be fixed and suppose that the inclusion Im X(β) ⊆ Im R�∞(β) holds. The matrix RG(β)

then satisfies the equalities Im RG(β) = Im X(β)+ Im R�∞(β) = Im R�∞(β), which by the
uniqueness of orthogonal projectors means that RG(β) = R�∞(β). Therefore, the genus G
is equal to Gmin, by Theorem 4.8 and Remark 4.13(ii). Finally, if (X̂α, Ûα) is the principal
solution of (H) at some point α ∈ [α∞,∞), then X̂α(α) = 0 and hence, the inclusion
Im X̂α(α) ⊆ Im R�∞(α) holds. This shows by the first part that (X̂α, Ûα) belongs to the
minimal genus Gmin. �


In the next result we derive important properties of nonoscillatory conjoined bases from
a given genus G.
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Proposition 4.16 Let G be a genus of conjoined basis of (H) with the corresponding orthog-
onal projector RG(t) in (4.3). Moreover, let (X ,U ) be a conjoined basis of (H)with constant
kernel on [α,∞) ⊆ [α∞,∞) such that (X ,U ) belongs to G and let R(t) be the matrix
defined in (2.1). Then the equality RG(t) = R(t) holds for all t ∈ [α,∞).

Proof Let P be the constant orthogonal projector in (2.2) associated to (X ,U ) and put
(X̃ , Ũ ) := (

X(I−P), U (I−P)
)
. By using the identity X(t) P = X(t) for every t ∈ [α,∞)

we obtain that for any c ∈ Rn the pair (X̃c, Ũc) is a vector solution of (H) satisfying
X̃(t) c ≡ 0 on [α,∞). Therefore, the function Ũc ∈ �[α,∞). In particular, this means that
the inclusion Im [U (t) (I − P)] ⊆ �t [α,∞) holds for all t ∈ [α,∞). Let R�∞(t) be the
orthogonal projector in (4.1) associated to the subspace �t [α∞,∞) on [α∞,∞). By using
the first equality in (2.4) and formula (4.2) in Remark 4.1(i) we have that

Ker R(t) = Im [U (t) (I − P)] ⊆ �t [α,∞) = [ Im R�∞(t) ]⊥ = Ker R�∞(t) (4.4)

for every t ∈ [α,∞). In fact, taking the orthogonal complements implies that the relation in
(4.4) is equivalent with the inclusion Im R�∞(t) ⊆ Im R(t) on [α,∞). Moreover, according
to (4.3) the matrix RG(t) satisfies Im RG(t) = Im R(t) + Im R�∞(t) = Im R(t) on [α,∞),
which by the uniqueness of orthogonal projectors gives the equality RG(t) = R(t) for all
t ∈ [α,∞). �

Remark 4.17 Assume that the Legendre condition (1.1) holds and that system (H) is nonoscil-
latory. By Proposition 2.1 this means that every conjoined basis of (H) is nonoscillatory. In
particular, for any conjoined basis (X ,U ) of (H) there exists α ∈ [α∞,∞) such that (X ,U )

has constant kernel on [α,∞). Moreover, let G be the genus of conjoined bases such that
(X ,U ) ∈ G and let RG(t) be its corresponding orthogonal projector in (4.3). Then the rank
rG of G defined in Remark 4.9 coincides with the rank r of any conjoined basis (X ,U ) of the
genus G defined in (2.3). By Proposition 4.16 we have that Im X(t) = Im RG(t) on [α,∞).
Therefore, from (4.3) and Definition 4.3 it follows that two conjoined bases (X1,U1) and
(X2,U2) of (H) belong to the same genus if and only if there exists α ∈ [α∞,∞) such that
the equality Im X1(t) = Im X2(t) hold for every t ∈ [α,∞). This observation shows that
the concept given in Definition 4.3 generalizes the definition of genus of conjoined bases
introduced in [20, Definition 6.3] for nonoscillatory system (H). We also note that the result
about the structure of the set of all genera of conjoined bases presented in this section are in
full agreement with the corresponding results in [22, Section 4].

In the following examples we illustrate the new theory of genera of conjoined bases of
(H). We refer to [22, Section 5] for examples of nonoscillatory systems (H) with (1.1). Thus,
in the first example we consider an oscillatory system (H) satisfying the Legendre condition
(1.1).

Example 4.18 Let n = 2 and A(t) ≡ 0, B(t) ≡ diag {1, 0}, and C(t) ≡ diag {−1, 0} on
[0,∞). The principal solution (X̂α, Ûα) at the point α = 0 has the form

(
X̂α(t), Ûα(t)

) =
((

sin t 0
0 0

)
,

(
cos t 0
0 1

))
. (4.5)

Since B(t) ≥ 0 on [0,∞) and the matrix X̂α(t) in (4.5) changes its kernel at each t = kπ ,
k ∈ N, system (H) is oscillatory, by Proposition 2.1. Moreover, we have d∞ = 1, α∞ = 0,
and R�∞(t) ≡ diag {1, 0} on [0,∞). Therefore, there exist only two genera of conjoined
bases, i.e., the minimal genus Gmin with the corresponding orthogonal projector RGmin (t) =

123



Journal of Dynamics and Differential Equations (2020) 32:1139–1155 1153

R�∞(t) on [0,∞) and the maximal genus Gmax with the corresponding orthogonal projector
RGmax(t) ≡ I on [0,∞). In particular, by (4.5) we have the identity

Im X̂α(t) + Im R�∞(t) = Im R�∞(t) = Im RGmin (t), t ∈ [0,∞),

and hence, the conjoined basis (X̂α, Ûα) belongs to the minimal genus Gmin, as we also claim
in Theorem 4.15. On the other hand, the conjoined basis (X ,U ) of the form

(
X(t),U (t)

) =
((

cos t 0
0 1

)
,

(− sin t 0
0 0

))
(4.6)

is an element of the maximal genus Gmax, because by (4.6) we have

Im X(t) + Im R�∞(t) = R2 = Im RGmax(t), t ∈ [0,∞).

In the second example we consider a system (H) which does not satisfy the Legendre con-
dition (1.1). We note that this system is neither oscillatory nor nonoscillatory in the sense of
Proposition 2.1.

Example 4.19 For n = 3 and a = 0 we consider system (H) with A(t) = C(t) ≡ 0 and

B(t) =
⎛

⎝
0 0 0
0 0 et

0 et 2e2t

⎞

⎠ on [0,∞). (4.7)

From (4.7) we can easily see that the matrix B(t) is indefinite for all t ∈ [0,∞) and hence,
the Legendre condition (1.1) does not hold. Moreover, we have d∞ = 1, α∞ = 0, and
R�∞(t) ≡ diag {0, 1, 1} on [0,∞). Therefore, system (H) is abnormal and it possesses only
two genera of conjoined bases. Namely, there is the minimal genus G = Gmin represented
by the orthogonal projector RG(t) = R�∞(t) on [0,∞), which contains for example the
conjoined bases

(
X1(t),U1(t)

) =
⎛

⎝

⎛

⎝
0 0 0
0 0 et

0 et e2t

⎞

⎠ , I

⎞

⎠,

(
X2(t),U2(t)

) =
⎛

⎝

⎛

⎝
0 0 0
0 1 et

0 et e2t

⎞

⎠ , I

⎞

⎠, t ∈ [0,∞),

and there is the maximal genus G = Gmax represented by the orthogonal projector RG(t) ≡ I
on [0,∞), which contains for example the conjoined bases

(
X3(t),U3(t)

) = (I , 0),
(
X4(t),U4(t)

) =
⎛

⎝

⎛

⎝
1 0 0
0 1 et

0 et e2t

⎞

⎠ , I

⎞

⎠, t ∈ [0,∞).

We note that the conjoined bases (X1,U1) and (X3,U3) have constant kernel on [0,∞)

with the corresponding constant projectors P1 = diag {0, 1, 1} and P2 = I in (2.2). On the
other hand, the conjoined bases (X2,U2) and (X4,U4) do not have constant kernel on any
nondegenerate subinterval in [0,∞) and their associated orthogonal projectors P2(t) and
P4(t) in (2.1) are

P2(t) = 1

e2t + 1

⎛

⎝
0 0 0
0 1 et

0 et e2t

⎞

⎠ , P4(t) = 1

e2t + 1

⎛

⎝
e2t + 1 0 0

0 1 et

0 et e2t

⎞

⎠ , t ∈ [0,∞),
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respectively. In particular, by using the terminology of Sect. 2 the conjoined bases (X1,U1)

and (X3,U3) are both nonoscillatory on [0,∞), while the conjoined bases (X2,U2) and
(X4,U4) are both oscillatory on [0,∞). This observation shows that in the absence of the
Legendre condition (1.1) the statement of Proposition 2.1 does not hold, i.e., in this case it
is not possible to classify system (H) as nonoscillatory or oscillatory. In spite of that both
conjoined bases (X2,U2) and (X4,U4) have constant rank on the interval [0,∞). Namely,
in agreement with (2.3) we have r2 = rank X2(t) ≡ 1 and r4 = rank X4(t) ≡ 2 on [0,∞).
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Peter Šepitka

Department of Mathematics and Statistics, Faculty of Science, Masaryk University
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Abstract. In this paper we develop new theory of Riccati matrix differential

equations for linear Hamiltonian systems, which do not require any control-

lability assumption. When the system is nonoscillatory, it is known from our
previous work that conjoined bases of the system with eventually the same im-

age form a special structure called a genus. We show that for every such a genus

there is an associated Riccati equation. We study the properties of symmetric
solutions of these Riccati equations and their connection with conjoined bases

of the system. For a given genus, we pay a special attention to distinguished

solutions at infinity of the associated Riccati equation and their relationship
with the principal solutions at infinity of the system in the considered genus.

We show the uniqueness of the distinguished solution at infinity of the Riccati

equation corresponding to the minimal genus. This study essentially extends
and completes the work of W. T. Reid (1964, 1972), W. A. Coppel (1971),

P. Hartman (1964), W. Kratz (1995), and other authors who considered the
Riccati equation and its distinguished solution at infinity for invertible con-

joined bases, i.e., for the maximal genus in our setting.

1. Introduction. Riccati differential equations for self-adjoint linear differential
systems play fundamental role in mathematical research as well as in applications.
Specifically, if n ∈ N is a given dimension and A,B,C : [a,∞) → Rn×n are given
piecewise continuous matrix-valued functions such that B(t) and C(t) are symmet-
ric, the Riccati matrix differential equation

Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t) = 0 (R)

is associated with the linear Hamiltonian system

x′ = A(t)x+B(t)u, u′ = C(t)x−AT (t)u, (H)

see [7, 9, 17, 22, 23, 24]. It is known that under the Legendre condition

B(t) ≥ 0 for all t ∈ [a,∞) (1.1)

the Riccati equation (R) has many applications in various disciplines, for example
in the oscillation and spectral theory [2, 7, 17, 22, 23, 24], filtering and prediction
theory [16, 23], calculus of variations and optimal control theory [1, 3, 8, 12, 10,

2010 Mathematics Subject Classification. 34C10.
Key words and phrases. Linear Hamiltonian system, Riccati differential equation, genus of

conjoined bases, distinguished solution at infinity, principal solution at infinity, controllability.

This research was supported by the Czech Science Foundation under grant GA16-00611S.
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19, 34, 35, 37, 38, 39], systems theory and control [14, 15], and others (engineering,
etc.).

In [20], Reid showed that when system (H) is completely controllable and nonosc-

illatory, the Riccati equation (R) has the so-called distinguished solution Q̂(t) at
infinity, which is the smallest symmetric solution of (R) existing on an interval
[α,∞) for some α ≥ a. In the subsequent paper [21], Reid derived the minimality
of the distinguished solution of (R) at infinity also for a noncontrollable system (H)

by considering invertible principal solutions (X̂, Û) of (H) at infinity. Recently, the
author and Šimon Hilscher developed the theory of principal solutions at infinity for
a general nonoscillatory and possibly abnormal system (H). We showed in [28, 29]

the existence of principal solutions (X̂, Û) at infinity with all ranks of X̂(t) in
a specific range depending on the maximal order of abnormality d∞ of (H), their
classification and limit properties with antiprincipal solutions at infinity [30], and
the geometric structure of the set of all conjoined bases [31]. In particular, conjoined
bases of (H) with eventually the same image of the first component form a genus
G, which can be represented by an orthogonal projector RG(t) satisfying the Riccati
type matrix differential equation

RG
′ −A(t)RG −RG A

T (t) +RG [A(t) +AT (t)]RG = 0. (1.2)

This leads under (1.1) to a complete description of the set Γ of all genera of conjoined
bases of a nonoscillatory system (H), being a complete lattice [31, Theorem 4.8].
This result was recently extended to a possibly oscillatory system (H) in [27, The-
orem 4.14].

In this paper we continue in the above study of linear Hamiltonian system (H) by
developing the corresponding theory of Riccati matrix differential equations. The
presented approach and results are novel in three directions:

(i) we do not require any controllability assumption on system (H),
(ii) for every genus G we associate a Riccati equation

Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t) = 0, (R)

where the coefficients A(t), B(t), and C(t) are given by

A(t) := A(t)RG(t)−AT (t) [I −RG(t)],

B(t) := B(t), C(t) := RG(t)C(t)RG(t),

}
(1.3)

(iii) we show that every such a Riccati equation (R) possesses a distinguished
solution at infinity (defined in a suitable way), which corresponds to a principal
solution of (H) at infinity from the genus G.

More precisely, given a genus G of conjoined bases of (H), we show (Theorems 4.18
and 4.21) a fundamental connection between the symmetric solutions Q(t) of (R)
on [α,∞) with some α ≥ a satisfying

ImQ(t) ⊆ ImRG(t), t ∈ [α,∞), (1.4)

and the conjoined bases (X,U) of (H) with constant kernel on [α,∞), which belong

to G. We define (Definition 7.1) a distinguished solution Q̂(t) at infinity for each

Riccati equation (R), which corresponds to a principal solution (X̂, Û) of (H) at
infinity in the genus G. We also prove (Theorem 7.16) that for every symmetric

solution Q(t) of (R) on [α,∞) with (1.4) there exists a distinguished solution Q̂(t)
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of (R) satisfying the inequality

Q(t) ≥ Q̂(t) on [α,∞). (1.5)

The above results are particularly important for the minimal genus G = Gmin,
which is formed by the conjoined bases (X,U) of (H) with minimal possible rank
of the matrix X(t), i.e., with rankX(t) = n − d∞ on [α,∞). In this case the

associated distinguished solution Q̂min(t) at infinity is unique and minimal among
all symmetric solutions Q(t) of (R) satisfying (1.4). This latter situation generalizes
the classical controllable results of Reid and Coppel [7, 20, 22], since in this case
d∞ = 0 and the orthogonal projector RG(t) ≡ I on [a,∞), so that the Riccati
equation (R) reduces to (R). We note that the original results by Reid [21, 23]
for noncontrollable system (H) and Riccati equation (R) correspond in our new
theory to the maximal genus G = Gmax of conjoined bases (X,U) with eventually
invertible matrix X(t), i.e., to RG(t) ≡ I on [a,∞). Therefore, the present study can
be regarded as a generalization and completion of the theory of the Riccati equations
(R) for completely controllable systems (H) using the minimal genus G = Gmin, as
well as the noncontrollable systems (H) using the maximal genus G = Gmax.

Among other new results in this paper (Theorem 6.3 and Corollary 6.4) we
mention a connection of the symmetric solutions Q(t) of (R) with the implicit
Riccati equation

RG(t) [Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t)]RG(t) = 0. (1.6)

Such implicit Riccati equations occur in the study of nonnegative quadratic func-
tional associated with system (H), see [13, Section 6].

The study of the Riccati equations in the context of the present paper is also
motivated by several situations in the literature, which are equivalent to using the
Riccati matrix differential equation for an uncontrollable linear Hamiltonian sys-
tem. For example, in [35, pg. 886], [1, pp. 621–622], [11, Sections 4 and 6], and
[12, pp. 17–18] the authors use a cascade system of three differential equations for
the investigation of calculus of variations or optimal control problems with variable
endpoints – the Riccati equation (R), a linear differential equation, and an integra-
tor. These three differential equations are together equivalent to a Riccati equation
in dimension 2n, which corresponds to an uncontrollable system (H) in dimension
4n. This connection is discusses in details in [11, Remark 6.3].

The results of this paper open new directions in the theory of Riccati matrix
differential equations associated with general uncontrollable linear Hamiltonian sys-
tems. They demonstrate that, as in the completely controllable case, distinguished
solutions at infinity play a prominent role in the structure of the space of symmetric
solutions of (R). Moreover, the intimate connection with the principal solutions of
(H) at infinity points to effective applications of the distinguished solutions of (R)
at infinity in other fields of mathematics and engineering.

The paper is organized as follows. In Section 2 we display the notation and
preliminary results about system (H) and its solutions. In Section 3 we present
properties of principal solutions of (H) at infinity and recall the concept of a genus
of conjoined bases of (H). In Section 4 we develop the theory of Riccati differential
equations for a given genus G. In Section 5 we study inequalities for Riccati type
quotients associated with the Riccati equation (R). In Section 6 we analyze the
relationship between the two Riccati equations (R) and (1.6). In Section 7 we define
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the notion of a distinguished solution of (R) at infinity and study its minimality
properties. Finally, in Section 8 we provide examples illustrating our new theory.

2. Preliminaries about linear Hamiltonian systems. In this section we review
some recent results about linear Hamiltonian systems (H) from [18, 33, 28, 29, 30,
31]. For a general theory of these systems we refer to [7, 17, 22]. By a matrix
solution of (H) we mean a pair of functions (X,U) such that X,U : [a,∞)→ Rn×n
are piecewise continuously differentiable (C1

p) and satisfy system (H) on [a,∞).
In order to shorten the notation and the calculations, we sometimes suppress the
argument t in the solutions. For any two matrix solutions (X1, U1) and (X2, U2) of
(H) their Wronskian XT

1 U2−UT1 X2 is constant on [a,∞). A solution (X,U) of (H)
is called a conjoined basis if rank (XT (t), UT (t))T = n and XT (t)U(t) is symmetric

at some and hence at any t ∈ [a,∞). The principal solution (X̂α, Ûα) at the point

α ∈ [a,∞) is defined by the initial conditions X̂α(α) = 0 and Ûα(α) = I. By [17,
Corollary 3.3.9], a given conjoined basis (X,U) can be completed to a fundamental
system of (H) by another conjoined basis (X̄, Ū). In addition, the conjoined basis
(X̄, Ū) can be chosen so that (X,U) and (X̄, Ū) are normalized, i.e., we have

XT Ū − UT X̄ = I. (2.1)

The oscillation of conjoined bases of (H) is defined via the concept of proper
focal points, see [36, Definition 1.1]. However, this concept will not be explicitly
needed in this paper. By [33, Definition 2.1], a conjoined basis (X,U) of (H) is
called nonoscillatory if there exists α ∈ [a,∞) such that KerX(t) is constant on
[α,∞). The main result of [33] then describes the nonoscillatory behavior of system
(H), see Proposition 2.1 below. Based on this result we say that system (H) is
nonoscillatory if one and hence all conjoined bases of (H) are nonoscillatory.

Proposition 2.1. Assume that the Legendre condition (1.1) holds. Then there
exists a nonoscillatory conjoined basis of (H) if and only if every conjoined basis of
(H) is nonoscillatory.

For a subspace V ⊆ Rn we denote by PV the orthogonal projector onto V. That is,
PV is a symmetric and idempotent n×n matrix such that ImPV = V = Ker(I−PV)
and KerPV = V⊥ = Im(I − PV). Orthogonal projectors can be constructed by
using the Moore–Penrose pseudoinverse. More precisely, for a given matrix M ∈
Rn×n and its pseudoinverse M† the matrix MM† is the orthogonal projector onto
ImM , and the matrix M†M is the orthogonal projector onto ImM† = ImMT .
Moreover, rankM = rankMM† = rankM†M and Ker(MN) = Ker(M†MN) for
any matrices M,N ∈ Rn×n. For the theory of pseudoinverse matrices we refer to
[4], [5, Chapter 6], and [6, Section 1.4]. In particular, we will need the following
results on the differentiability of the Moore–Penrose pseudoinverse of a matrix-
valued function M(t).

Remark 2.2. By [6, Theorems 10.5.1 and 10.5.3], for a differentiable matrix-valued
function M(t) on an interval [α,∞) its Moore–Penrose pseudoinverse M†(t) is dif-
ferentiable on [α,∞) if and only if rankM(t) is constant on [α,∞). In this case
(suppressing the argument t)

(M†)′ = −M†M ′M†+(I−M†M) (M ′)TM†TM†+M†M†T (M ′)T (I−MM†) (2.2)
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on [α,∞), see also [28, Remark 2.3]. Moreover, when KerM(t) is constant on
[α,∞), then we have KerM(t) ⊆ KerM ′(t) on [α,∞) and hence (2.2) reduces to

(M†)′(t) = −M†(t)M ′(t)M†(t) +M†(t)M†T (t) (M ′)T (t) [I −M(t)M†(t)] (2.3)

for every t ∈ [α,∞). In particular, when the matrixM(t) is symmetric and KerM(t)
is constant on [α,∞), then (2.3) yields the standard formula

(M†)′(t) = −M†(t)M ′(t)M†(t), t ∈ [α,∞).

In the rest of this section (except of Theorem 2.9) we present known properties
of conjoined bases of (H) with the corresponding references to the literature. Given
a conjoined basis (X,U) of (H), by the kernel, image, and rank of (X,U) we mean
the kernel, image, and rank of the component X. On the interval [a,∞) we define
the orthogonal projectors onto the subspaces ImXT (t) and ImX(t) by

P (t) := PImXT (t) = X†(t)X(t), R(t) := PImX(t) = X(t)X†(t). (2.4)

If (X,U) has constant kernel on [α,∞) ⊆ [a,∞), then by (2.4) the function P (t) is
constant on [α,∞) and we set

P := P (t) on [α,∞). (2.5)

In this case (X,U) has constant rank r on [α,∞) with

r := rankX(t) = rankP = rankR(t) on [α,∞), (2.6)

and hence it follows from Remark 2.2 that the function X† ∈ C1
p on [α,∞). Con-

sequently, the Riccati quotient

Q(t) := X(t)X†(t)U(t)X†(t) = R(t)U(t)X†(t), t ∈ [α,∞), (2.7)

is piecewise continuously differentiable on [α,∞) as well. In addition, by [25, pg. 24]
the matrix Q(t) is symmetric and satisfies on [α,∞) the properties (suppressing the
argument t)

XTQX = XTU, ImQ ⊆ ImR, QX = RU. (2.8)

The next statement is proven in [28, Theorem 4.2 and Equation (4.8)]. We
observe that the Legendre condition (1.1) is not needed in this case.

Proposition 2.3. Let (X,U) be a conjoined basis of (H) with constant kernel on
the interval [α,∞) ⊆ [a,∞) and let P , R(t), and Q(t) be the corresponding matrices
in (2.5), (2.4), and (2.7). Then the equalities

Im [U(t) (I − P )] = KerR(t), B(t) = R(t)B(t) = B(t)R(t) (2.9)

hold for all t ∈ [α,∞). Moreover, the matrix R(t) solves the Riccati equation (1.2)
on [α,∞), while X† satisfies on [α,∞) the formula

(X†)′ = X†AT (I −R)−X†AR−X†BQ. (2.10)

Following [28, Section 4], with any conjoined basis (X,U) of (H) with constant
kernel on [α,∞) we associate the S-matrix as the matrix-valued function

Sα(t) :=

∫ t

α

X†(s)B(s)X†T (s) ds, t ∈ [α,∞). (2.11)

Under (1.1), the matrix Sα(t) is symmetric, nonnegative definite, Sα ∈ C1
p on [α,∞),

and by [28, Theorem 4.2] the set ImSα(t) is nondecreasing on [α,∞) and hence even-
tually constant with ImSα(t) ⊆ ImP . By the symmetry of Sα(t), the set KerSα(t)
is nonincreasing on [α,∞) and hence eventually constant with KerP ⊆ KerSα(t).
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This implies that the orthogonal projector onto the set ImSα(t) is eventually con-
stant and we write

PSα(t) := PImSα(t) = Sα(t)S†α(t) = S†α(t)Sα(t),

PSα∞ := PSα(t) for t→∞.

}
(2.12)

In addition, on [α,∞) we have the inclusions

ImSα(t) = ImPSα(t) ⊆ ImPSα∞ ⊆ ImP.

The main properties of the function Sα(t) are summarized in the following state-
ment, which follows from the definition of Sα(t) in (2.11), Remark 2.2, and (1.1),
see also [28, Theorem 6.1].

Proposition 2.4. Assume (1.1). Let (X,U) be a conjoined basis of (H) with con-
stant kernel on [α,∞) and let Sα(t) be the corresponding matrix defined in (2.11).
Then the matrix function Sα(t) is nondecreasing on [α,∞). Moreover, if Sα(t) has
constant kernel on a subinterval I ⊆ [α,∞), then S†α ∈ C1

p(I) and S†α(t) is nonin-
creasing on I. In particular, if Sα(t) has constant kernel on I = [β,∞), then the
limit of S†α(t) as t→∞ exists.

Remark 2.5. Under (1.1), the results in Proposition 2.4 and the properties of the
matrix function Sα(t) discussed above imply that for every conjoined basis (X,U)
of (H) with constant kernel on an interval [α,∞) the limit

Tα := lim
t→∞

S†α(t) (2.13)

is well defined and it is referred to as the T -matrix corresponding to the conjoined
basis (X,U) on [α,∞). Moreover, the matrix Tα is symmetric, nonnegative definite,
and ImTα ⊆ ImPSα∞ by (2.12) and ImS†α(t) = ImSTα (t) = ImSα(t) on [α,∞).

Remark 2.6. The matrix Sα(t) is intimately connected with a certain class of
conjoined bases of (H) which are normalized with (X,U). As we showed in [28,
Theorem 4.4], for a given conjoined basis (X,U) with constant kernel on [α,∞) there
exists a conjoined basis (X̄, Ū) of (H) such that (X,U) and (X̄, Ū) are normalized,
i.e., (2.1) holds, and

X†(α) X̄(α) = 0. (2.14)

The matrices X̄(t), X̄(t)P , and Ū(t)P are uniquely determined by (X,U) on the
interval [α,∞) and

X̄(t)P = X(t)Sα(t),

Ū(t)P = U(t)Sα(t) +X†T (t) + U(t) (I − P ) X̄T (t)X†T (t)

}
(2.15)

for every t ∈ [α,∞), where P is given in (2.5), see [28, Remark 4.5.(ii)]. We also
note that according to [28, Theorem 5.2] the matrix Sα(t) satisfies the identities

X̂α(t) = X(t)Sα(t)XT (α), X†(t) X̂α(t) = Sα(t)XT (α), t ∈ [α,∞), (2.16)

where (X̂α, Ûα) is the principal solution of (H) at the point α.

As it is common, see [23, Section 3] or [28, Section 5], we denote by Λ[α,∞)
the linear space of n-dimensional vector-valued functions u ∈ C1

p, which satisfy the

equations u′ = −AT (t)u and B(t)u = 0 on [α,∞). The functions u ∈ Λ[α,∞) cor-
respond to the vector solutions (x ≡ 0, u) of system (H) on [α,∞). The space
Λ[α,∞) is finite-dimensional with d[α,∞) := dim Λ[α,∞) ≤ n. The number
d[α,∞) is called the order of abnormality of system (H) on the interval [α,∞).
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We remark that system (H) is said to be normal on [α,∞) if d[α,∞) = 0, while
it is called identically normal (or completely controllable) on [α,∞) if d(I) = 0 for
every nondegenerate subinterval I ⊆ [α,∞). Moreover, for a given t ∈ [α,∞) we
denote by Λt[α,∞) the subspace in Rn of values of functions u ∈ Λ[α,∞) at the
point t, i.e.,

Λt[α,∞) := {c ∈ Rn, u(t) = c for some u ∈ Λ[α,∞)}, t ∈ [α,∞). (2.17)

It is easy to see that dim Λt[α,∞) = d[α,∞) for all t ∈ [α,∞). We note that the
set Λ[t,∞) is nondecreasing in t on [a,∞) and hence it is eventually constant. This
means that the integer-valued function d[t,∞) is nondecreasing, piecewise constant,
and right-continuous on [a,∞). In particular, there exists the limit

d∞ := lim
t→∞

d[t,∞) = max
t∈[a,∞)

d[t,∞), 0 ≤ d∞ ≤ n, (2.18)

which is called the maximal order of abnormality of (H). The monotonicity of the
function d[t,∞) justifies the existence of the point α∞ ∈ [a,∞) such that

α∞ := min{α ∈ [a,∞), d[α,∞) = d∞}. (2.19)

From (2.18) and (2.19) we then obtain that the subspace Λ[α∞,∞) satisfies

Λ[α∞,∞) = limα→∞ Λ[α,∞) = maxα∈[a,∞) Λ[α,∞),

Λ[α,∞) ≡ Λ[α∞,∞), α ∈ [α∞,∞).

}
(2.20)

On the other hand, for any α ∈ [a,∞) the subspace Λ[α, t] is nonincreasing in
t on (α,∞) and hence it is eventually constant. In particular, the integer-valued
function d[α, t] is nonincreasing, piecewise constant, and left-continuous on (α,∞),
see also [28, Section 5]. Moreover, we get

d[α,∞) = lim
t→∞

d[α, t] = min
t∈(α,∞)

d[α, t], (2.21)

Λ[α,∞) = lim
t→∞

Λ[α, t] = min
t∈(α,∞)

Λ[α, t] (2.22)

for all α ∈ [a,∞). For any such a point α the relation in (2.21) and the above
properties of the function d[α, t] yield the existence of the point τα,∞ in the interval
[α,∞) such that

τα,∞ := inf{t ∈ (α,∞), d[α, t] = d[α,∞)}. (2.23)

Remark 2.7. We note that the subspace Λ[α, t], resp. Λ[α,∞) is closely related
with the matrix Sα(t) in (2.11). More precisely, under (1.1) for every conjoined basis
(X,U) of (H) with constant kernel on [α,∞) the corresponding matrices PSα(t) and
PSα∞ in (2.12) satisfy

ImX(α)PSα(t) =
(
Λα[α, t]

)⊥
, t ∈ (α,∞),

ImX(α)PSα∞ =
(
Λα[α,∞)

)⊥
.

}
(2.24)

The proof of the first formula in (2.24) is based on (2.16) and [28, Equation 5.6] in

which we showed that Λα[α, t] = Ker X̂α(t) holds on [α,∞), where (X̂α, Ûα) is the
principal solution at the point α. The second identity in (2.24) follows from the
first one by using (2.12) and (2.22). Moreover, in [28, Theorem 5.2 and Remark 5.3]
we proved the equalities

ImSα(t) = ImPSα∞, rankSα(t) = rankPSα∞ = n− d[α,∞) (2.25)

on (τα,∞,∞) with τα,∞ defined in (2.23).
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Throughout this paper we will consider only the intervals [α,∞) with the max-
imal order of abnormality d∞ defined in (2.18). The next remark shows how this
condition reflects the properties of S-matrices corresponding to conjoined bases of
(H) with constant kernel.

Remark 2.8. (i) Assume (1.1) and let (X,U) be a conjoined basis of (H) with
constant kernel on [α,∞). In [26, Theorem 4.1.12] we proved that the condition
d[α,∞) = d∞ holds if and only if the matrix Sα(t) in (2.11) associated with (X,U)
satisfies the equalities

Im [PSα∞ − Sα(t)Tα] = ImPSα∞ = Im [PSα∞ − Sα(t)Tα]T (2.26)

for every t ∈ [α,∞), where PSα∞ and Tα are corresponding matrices in (2.12) and
(2.13). We note that the identities in (2.26) can be equivalently replaced by

rank [PSα∞ − Sα(t)Tα] = n− d[α,∞) on [α,∞),

see [28, Theorem 6.9]. In addition, by [28, Equation 5.13] the conjoined basis (X,U)
satisfies the conditions

n− d∞ = n− d[α,∞) ≤ rankX(t) ≤ n for all t ∈ [α,∞). (2.27)

(ii) Let Tβ be the T -matrix in (2.13), which is associated with (X,U) on the
interval [β,∞) for β ∈ [α,∞). In [26, Theorem 4.3.1(ii)] we showed that the set
ImTβ is constant in β on [α,∞) if and only if the condition d[α,∞) = d∞ holds.

The following theorem is an extension of the result presented in Remark 2.8(i).

Theorem 2.9. Assume (1.1) and let (X,U) be a conjoined basis of (H) with con-
stant kernel on [α,∞). Moreover, let P , Sα(t), and Tα be its corresponding matrices
in (2.5), (2.11), and (2.13), respectively. Then the condition d[α,∞) = d∞ is equiv-
alent with the formulas

Im [P − Sα(t)Tα] = ImP = Im [P − Sα(t)Tα]T , t ∈ [α,∞). (2.28)

Proof. First we remark that by P Tα = Tα and PSα(t) = Sα(t) on [α,∞) we always
have the inclusions

Im [P−Sα(t)Tα] ⊆ ImP, Im [P−Sα(t)Tα]T = Im [P−Tα Sα(t)] ⊆ ImP (2.29)

for every t ∈ [α,∞). And since rank [P − Sα(t)Tα] = rank [P − Sα(t)Tα]T for
all t ∈ [α,∞), it is sufficient to show the equivalence of d[α,∞) = d∞ and the
equality Im [P − Sα(t)Tα] = ImP on [α,∞). Assume that d[α,∞) = d∞ holds.
Fix t ∈ [α,∞) and let v ∈ Ker [P − Sα(t)Tα]T = Ker [P − Tα Sα(t)], that is,
[P − Tα Sα(t)] v = 0. Using the latter equation and the identities PSα∞ P = PSα∞
and PSα∞ Tα = Tα yields [PSα∞ − Tα Sα(t)] v = PSα∞ [P − Tα Sα(t)] v = 0 and
hence, the vector v ∈ Ker [PSα∞−Tα Sα(t)] = Ker [PSα∞−Sα(t)Tα]T = KerPSα∞,
by the first equality in (2.26). Moreover, with the aid of identity Sα(t) = Sα(t)PSα∞
we then get

Pv = [P − Tα Sα(t)] v + Tα Sα(t) v = [P − Tα Sα(t)] v + Tα Sα(t)PSα∞ v = 0,

which shows that v ∈ KerP . Therefore, the inclusion Ker [P −Sα(t)Tα]T ⊆ KerP ,
or equivalently, the inclusion ImP ⊆ Im [P − Sα(t)Tα] holds for every t ∈ [α,∞).
Combining the latter relation with the first property in (2.29) gives the equality
Im [P − Sα(t)Tα] = ImP on [α,∞). Conversely, if Im [P − Sα(t)Tα] = ImP is
satisfied for all t ∈ [α,∞), then

Im [PSα∞ − Sα(t)Tα] = ImPSα∞ [P − Sα(t)Tα] = ImPSα∞ P = ImPSα∞
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on [α,∞), showing the first identity in (2.26). Finally, the condition d[α,∞) = d∞
holds by Remark 2.8(i), which completes the proof.

The next statement is a combination of [28, Theorem 4.6] and [26, Theorem 2.3.3].
We again note that the Legendre condition (1.1) is in this case not needed.

Proposition 2.10. Let (X,U) be a conjoined basis of (H) with constant kernel
on [α,∞) and let P be its corresponding orthogonal projector in (2.5). Moreover,

let (X̃, Ũ) be a solution of (H), which is expressed in terms of (X,U) via matrices
M,N ∈ Rn×n, that is,

(
X̃

Ũ

)
=

(
X X̄
U Ū

)(
M
N

)
on [α,∞), (2.30)

where (X̄, Ū) is a conjoined basis of (H) satisfying (2.1) and (2.14) with regard to

(X,U). Then the inclusion Im X̃(α) ⊆ ImX(α) holds if and only if ImN ⊆ ImP .
In this case the matrices M and N do not depend on the particular choice of (X̄, Ū).

In addition, if (X̃, Ũ) is a conjoined basis with constant kernel on [α,∞) and the

equality Im X̃(α) = ImX(α) holds, then

M is nonsingular, MTN = NTM, ImNT ⊆ Im P̃ , (2.31)

where P̃ is the matrix in (2.5) associated with (X̃, Ũ).

Remark 2.11. (i) Combining (2.14) with formulas (2.15) and (2.30) at t = α we

obtain that the solutions (X,U) and (X̃, Ũ) in Proposition 2.10 satisfy, see also [26,
Equation (2.52)],

X̃(α) = X(α)M, Ũ(α) = U(α)M +X†T (α)N, ImN ⊆ ImP.

The first equality in (2.15) allows to rewrite the expression for the matrix X̃(t) in
(2.30) into the form

X̃(t) = X(t) [M + Sα(t)N ] = X(t) [PM + Sα(t)N ] on [α,∞), (2.32)

where Sα(t) is the S-matrix in (2.11) associated with (X,U). In particular, this

shows that the inclusion Im X̃(t) ⊆ ImX(t) holds for every t ∈ [α,∞), see [26,
Theorem 2.3.3]. We also note that the matrix N is the (constant) Wronskian of

(X,U) and (X̃, Ũ).

(ii) Let (X̃, Ũ) be a conjoined basis of (H) with constant kernel on [α,∞) such

that Im X̃(α) = ImX(α) holds. Then Im X̃(t) = ImX(t) on [α,∞), as we proved

in [28, Theorem 4.10]. If S̃α(t) is the S-matrix which corresponds to (X̃, Ũ) on
[α,∞), then we have identities

[PM + Sα(t)N ]† = P̃M−1 − S̃α(t)NT , (2.33)

Im [PM + Sα(t)N ] = ImP, Im [PM + Sα(t)N ]T = Im P̃ , (2.34)

S̃α(t) = [PM + Sα(t)N ]† Sα(t)MT−1P̃ , Im S̃α(t) = Im P̃M−1Sα(t) (2.35)

for every t ∈ [α,∞), see [28, Remark 4.7, Theorem 4.10]. In particular, since

Sα(α) = 0 = S̃α(α) by (2.11), formula (2.33) at t = α and the inclusion in (2.31)
give the equalities

(PM)† = P̃M−1, N(PM)† = NP̃M−1 = NM−1. (2.36)
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Moreover, the identities in (2.32) and (2.34) yield X(t) = X̃(t) [PM + Sα(t)N ]†

and the formulas for the pseudoinverses

X̃†(t) = [PM + Sα(t)N ]†X†(t),

X†(t) = [PM + Sα(t)N ] X̃†(t),

}
on [α,∞). (2.37)

3. Principal solutions at infinity. Following [29, Definition 7.1], we say that a

conjoined basis (X̂, Û) of (H) is a principal solution at infinity if (X̂, Û) has constant

kernel on [α,∞) and its corresponding matrix Ŝα(t) defined in (2.11) through X̂(t)

satisfies Ŝ†α(t)→ 0 as t→∞, that is, T̂α = 0 in (2.13). In this case we will say that

(X̂, Û) is a principal solution of (H) at infinity with respect to the interval [α,∞).
By (2.27), the principal solutions of (H) can be classified according to the rank of

X̂(t) on [α,∞). In particular, the minimal principal solution (X̂min, Ûmin) of (H)

at infinity satisfies rank X̂min(t) = n − d∞, while the maximal principal solution

(X̂max, Ûmax) of (H) at infinity is determined by rank X̂max(t) = n, hence X̂max(t)
is invertible on [α,∞), see [29, Remark 7.2].

In the next proposition we recall from [29, Theorem 7.6] and [28, Theorems 7.6]
the characterization of the nonoscillation of system (H) by the existence of a prin-
cipal solution of (H) at infinity with any possible rank, as well as the uniqueness of
the minimal principal solution.

Proposition 3.1. Assume that (1.1) holds. Then the following statements are
equivalent.

(i) System (H) is nonoscillatory.
(ii) There exists a principal solution of (H) at infinity.

(iii) For any integer r satisfying n − d∞ ≤ r ≤ n there exists a principal solution
of (H) at infinity with rank equal to r.

In particular, system (H) is nonoscillatory if and only if there exists a minimal
principal solution of (H) at infinity. In this case the minimal principal solution is
unique up to a right nonsingular constant multiple.

In [29, Equation 7.4] we defined for a nonoscillatory system (H) the point α̂min ∈
[a,∞) by

α̂min := inf
{
α ∈ [a,∞), (X̂min, Ûmin) has constant kernel on [α,∞)

}
, (3.1)

where (X̂min, Ûmin) is the minimal principal solution of (H) at infinity. We note
that the equality d[α,∞) = d∞ holds for every α > α̂min, see [29, Theorem 7.9]. In
turn, combining this fact with formula (2.19) we obtain that

d[α̂min,∞) = d∞, i.e., α̂min ≥ α∞.
The next results are based on [28, Theorem 7.5] and [29, Lemma 7.5 and Re-
mark 7.11].

Proposition 3.2. Assume that (1.1) holds and system (H) is nonoscillatory with
α̂min defined in (3.1). Then the following statements hold.

(i) If (X̂, Û) is a principal solution of (H) at infinity with respect to the interval

[α,∞), then d[α,∞) = d∞. Moreover, the pair (X̂, Û) is a principal solution
of (H) at infinity also with respect to the interval [β,∞) for every β ≥ α.
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(ii) Every principal solution (X̂, Û) of (H) at infinity is a principal solution with
respect to [α,∞) for every α ∈ (α̂min,∞). In other words, the conjoined basis

(X̂, Û) has constant kernel on the open interval (α̂min,∞) and its correspond-

ing matrix Ŝα(t) in (2.11) satisfies Ŝ†α(t)→ 0 as t→∞ for every α > α̂min.

Remark 3.3. We note that the orthogonal projector PŜα∞ in (2.12) associated

with the principal solution (X̂, Û) through the matrix Ŝα(t) is the same for all
initial points α ∈ (α̂min,∞), see [29, Remark 7.11]. Therefore, we will use the
notation

PŜ∞ := PŜα∞ for α ∈ (α̂min,∞). (3.2)

Given a principal solution (X̂, Û) of (H) at infinity, we define the point α̂ ∈ [a,∞)

associated with (X̂, Û) by

α̂ := inf
{
α ∈ [a,∞), (X̂, Û) is a principal solution

of (H) with respect to [α,∞)
}
.

(3.3)

From Proposition 3.2 it immediately follows that the point α̂ in (3.3) satisfies the
inequalities α∞ ≤ α̂ ≤ α̂min with α∞ defined in (2.19). We also note that the set

(α̂,∞) is the maximal open interval with the property that (X̂, Û) is a principal
solution of (H) with respect to [α,∞) for every α ∈ (α̂,∞). Therefore, we will

often say that (X̂, Û) is a principal solution of (H) at infinity with respect to the

maximal interval (α̂,∞). In particular, the conjoined basis (X̂, Û) has constant

kernel on the open interval (α̂,∞) and the S-matrix Ŝα(t) in (2.11) associated with

(X̂, Û) satisfies Ŝ†α(t)→ 0 as t→∞ for every α > α̂. In the next theorem we derive
an exact relation between the points α̂ and α̂min.

Theorem 3.4. Assume that (1.1) holds and system (H) is nonoscillatory with α̂min

defined in (3.1). Let (X̂, Û) be a principal solution of (H) at infinity and let α̂ be
its corresponding point in (3.3). Then the equality α̂ = α̂min holds.

Proof. Let (X̂, Û), α̂, and α̂min be as in the proposition and suppose that α̂ < α̂min.

According to (3.3) there exists a point β ∈ (α̂, α̂min) such that (X̂, Û) is a principal
solution of (H) at infinity with respect to the interval [β,∞). By Proposition 3.2(i)

with α := β we know that d[β,∞) = d∞. Let (X̂min, Ûmin) be the minimal principal

solution of (H) at infinity. By [29, Theorem 7.3] it follows that the pair (X̂min, Ûmin)
is a minimal principal solution at infinity with respect to the interval [β,∞). For

this we note that (X̂min, Ûmin) is contained in (X̂, Û) on [β,∞) according to the
properties of the relation “being contained” in [28, Section 5]. The uniqueness of
the minimal principal solution and the definition of α̂min in (3.1) then yield that
β ≥ α̂min, which is a contradiction. Therefore, the equality α̂ = α̂min holds and the
proof is complete.

In the following result we present a construction of a principal solution of (H) at
infinity from a conjoined basis of (H) with constant kernel on [α,∞). It is a gen-
eralization of [32, Equation (10)], where only the minimal principal solution of (H)
was considered. This result will be utilized for the construction of a distinguished
solution of (R) at infinity in Theorem 7.16.

Theorem 3.5. Assume that condition (1.1) holds and system (H) is nonoscillatory.
Let α ∈ [a,∞) be such that d[α,∞) = d∞ and let there exists a conjoined basis of
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(H) with constant kernel on [α,∞). Then a solution (X̂, Û) of (H) is a principal
at solution infinity with respect to the interval [α,∞) if and only if

(
X̂

Û

)
:=

(
X X̄
U Ū

)(
I
−Tα

)
on [α,∞), (3.4)

for some conjoined basis (X,U) of (H) with constant kernel on [α,∞). Here the
conjoined basis (X̄, Ū) and the matrix Tα are associated with (X,U) through Re-
mark 2.6 and (2.13).

Proof. If (X̂, Û) is a principal solution of (H) at infinity with respect to [α,∞), then

(X̂, Û) has constant kernel on [α,∞) and the associated matrix T̂α in (2.13) satisfies

T̂α = 0. Formula (3.4) then holds trivially with (X,U) := (X̂, Û). Conversely, let
(X,U) be a conjoined basis of (H) with constant kernel on [α,∞) and let P , Sα(t),
PSα∞, and Tα be the matrices in (2.5), (2.11), (2.12), and (2.13) corresponding

to (X,U) on [α,∞). Consider the matrix solution (X̂, Û) of (H) in (3.4). Since

P Tα = Tα, it follows from Proposition 2.10 with M := I, N := −Tα and (X̃, Ũ) :=

(X̂, Û) that (X̂, Û) is a conjoined basis of (H), which in turn by (2.32) yields that

X̂(t) = X(t) [P − Sα(t)Tα] on [α,∞). Then, by PSα(t) = Sα(t) and using (2.28)
from Theorem 2.9, we get

Ker X̂(t) = Ker X†(t)X(t) [P − Sα(t)Tα] = Ker P [P − Sα(t)Tα]

= Ker [P − Sα(t)Tα]
(2.28)

= (ImP )⊥ = KerP

on [α,∞). This shows that (X̂, Û) has constant kernel on [α,∞) as well. Moreover,

if P̂ , Ŝα(t) and PŜα∞ are the matrices in (2.5), (2.11), and (2.12) corresponding to

(X̂, Û) on [α,∞), then by using the first equations in (2.36) and (2.35), respectively,

we have that P̂ = P and

Ŝα(t) = [P − Sα(t)Tα]† Sα(t)P = [P − Sα(t)Tα]† Sα(t) (3.5)

for all t ∈ [α,∞). On the other hand, applying the second identity in (2.35) yields

the equalities Im Ŝα(t) = Im P̂Sα(t) = ImPSα(t) = ImSα(t) on [α,∞), which in
particular by (2.12) imply that PŜα∞ = PSα∞. Let τα,∞ be defined in (2.23).

Then Sα(t)S†α(t) = PSα∞ = S†α(t)Sα(t) and Ŝα(t) Ŝ†α(t) = PŜα∞ = Ŝ†α(t) Ŝα(t) on

(τα,∞,∞), by (2.25). Consequently, with the aid of (2.28) and (3.5) together with
the identity Tα PSα∞ = Tα = PSα∞ Tα we obtain that

Ŝ†α(t) = PSα∞ Ŝ†α(t) = S†α(t)Sα(t) Ŝ†α(t) = S†α(t)PSα(t) Ŝ†α(t)

(2.28)
= S†α(t) [P − Sα(t)Tα] [P − Sα(t)Tα]† Sα(t) Ŝ†α(t)

(3.5)
= S†α(t) [P − Sα(t)Tα] Ŝα(t) Ŝ†α(t) = S†α(t) [P − Sα(t)Tα]PŜα∞

= S†α(t) [P − Sα(t)Tα]PSα∞ = S†α(t)− Tα (3.6)

for every t ∈ (τα,∞,∞). Finally, formula (3.6) implies that Ŝ†α(t) → 0 as t → ∞.

This shows that the conjoined basis (X̂, Û) is a principal solution of (H) at infinity
with respect to the interval [α,∞).

Remark 3.6. It follows from Proposition 2.10 and Remark 2.11(i) that the princi-

pal solution (X̂, Û) constructed in (3.4) satisfies the equality Im X̂(α) = ImX(α).
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Moreover, as we noted in Remark 2.11(ii), this condition is valid on the whole in-

terval [α,∞), i.e., Im X̂(t) = ImX(t) holds for all t ∈ [α,∞). In particular, the

last equality means that the conjoined bases (X,U) and (X̂, Û) belong to the same
genus of conjoined bases of (H) as we define below, see also Remark 3.13.

In the second part of this section we recall basic concepts from the theory of
genera of conjoined bases of (H) from our recent work [27, Section 4]. We wish to
point out that in this context the Legendre condition (1.1) is not assumed and/or
system (H) is allowed to be oscillatory. Define the orthogonal projector

RΛ∞(t) := PW⊥
t
, where Wt := Λt[α∞,∞), t ∈ [α∞,∞), (3.7)

where the point α∞ is determined in (2.19) and the subspace Λt[α∞,∞) is defined
in (2.17). From the second identity in (2.20) it follows that for any α ≥ α∞ the

matrix RΛ∞(t) defined in (3.7) is the orthogonal projector onto the set
(
Λt[α,∞)

)⊥
on [α,∞), i.e.,

RΛ∞(t) = PU⊥
t
, where Ut := Λt[α,∞), t ∈ [α,∞). (3.8)

Remark 3.7. Assume the Legendre condition (1.1). Let (X,U) be a conjoined
basis of (H) with constant kernel on [α,∞) ⊆ [α∞,∞) and let P and PSα∞ be the
corresponding orthogonal projectors in (2.4) and (2.12), respectively. Combining
(2.24) and (3.8) then yields the identity

ImX(α)PSα∞ = ImRΛ∞(α). (3.9)

Moreover, since Im [X(α)PSα∞]T = PSα∞, PPSα∞ = PSα∞, and X†(α)X(α) = P ,
we have that

[X(α)PSα∞]† = PPSα∞ [X(α)PSα∞]† = X†(α)X(α)PSα∞ [X(α)PSα∞]†

= X†(α) [X(α)PSα∞] [X(α)PSα∞]†
(3.9)
= X†(α)RΛ∞(α). (3.10)

The orthogonal projector RΛ∞(t) defined in (3.7) plays a crucial role in the fol-
lowing notion. According to [27, Definition 4.3] we say that two conjoined bases
(X1, U1) and (X2, U2) of (H) have the same genus (or they belong to the same genus)
if there exists α ∈ [α∞,∞) such that

ImX1(t) + ImRΛ∞(t) = ImX2(t) + ImRΛ∞(t), t ∈ [α,∞).

From this definition it follows that the relation “having (or belonging to) the same
genus” is an equivalence on the set of all conjoined bases of (H). Therefore, there
exists a partition of this set into disjoint classes of conjoined bases of (H) with the
same genus. This allows to interpret each such an equivalence class G as a genus
itself. The following result is proven in [27, Theorem 4.5].

Proposition 3.8. Let (X1, U1) and (X2, U2) be conjoined bases of (H). Then the
following statements are equivalent.

(i) The conjoined bases (X1, U1) and (X2, U2) belong to the same genus.
(ii) The equality ImX1(t) + ImRΛ∞(t) = ImX2(t) + ImRΛ∞(t) is satisfied for

every t ∈ [α∞,∞).
(iii) The equality ImX1(t) + ImRΛ∞(t) = ImX2(t) + ImRΛ∞(t) is satisfied for

some t ∈ [α∞,∞).

Let G be a genus of conjoined bases of (H) and let (X,U) be a conjoined basis
belonging to G. The results in Proposition 3.8 imply that for all t ∈ [α∞,∞) the
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subspace ImX(t)+ImRΛ∞(t) does not depend on the particular choice of (X,U) in
G. Therefore, the orthogonal projector onto ImX(t) + ImRΛ∞(t), i.e., the matrix

RG(t) := PVt , where Vt := ImX(t) + ImRΛ∞(t), t ∈ [α∞,∞), (3.11)

is uniquely determined for each genus G. The next statement is from [27, Theo-
rem 4.7].

Proposition 3.9. Let G be a genus of conjoined bases of (H) and let RG(t) be the
orthogonal projector defined in (3.11). Then the matrix RG(t) is a solution of the
Riccati equation (1.2) on [α∞,∞) and the inclusion ImRΛ∞(t) ⊆ ImRG(t) holds
for every t ∈ [α∞,∞).

Remark 3.10. If the orthogonal projector RG(t) satisfies RG(t) = RΛ∞(t) on
[α∞,∞), then the genus G = Gmin is called minimal, while if RG(t) ≡ I on [α∞,∞),
then the genus G = Gmax is called maximal.

The next result describes important properties of nonoscillatory conjoined bases
from a given genus G. These properties will be utilized in Section 4 to show their
connection with symmetric solutions of the Riccati equation (R) associated with
the genus G, see Theorem 4.18.

Proposition 3.11. Let G be a genus of conjoined basis of (H) with the correspond-
ing orthogonal projector RG(t) in (3.11). Furthermore, let (X,U) be a conjoined
basis of (H) with constant kernel on [α,∞) ⊆ [α∞,∞) such that (X,U) belongs
to G and let R(t) and Q(t) be the matrices in (2.4) and (2.7). Then the equality
RG(t) = R(t) holds for all t ∈ [α,∞). Moreover, the matrices X(t), X†(t), and
U(t) satisfy on [α,∞) the equations

X ′ = (A+ BQ)X, (X†)′ = −X†(A+ BQ), (3.12)

U ′ = AU + [C − (A+AT )Q]X, (3.13)

where the matrices A(t) and B(t) are defined in (1.3).

Proof. For the proof of RG(t) = R(t) we refer to [27, Proposition 4.16]. We will
prove that (3.12) and (3.13) hold. From the definition of the matrix A(t) in (1.3) it
follows that A(t)RG(t) = A(t)RG(t) on [α,∞). Moreover, using (1.3), (2.8), (2.9),
and the identity RG(t)X(t) = X(t) on [α,∞) yields the formula

X ′
(2.9)
= ARGX +BRU

(2.8)
= ARGX +BQX

(1.3)
= (A+ BQ)X

on [α,∞). Since the function X† ∈ C1
p, equation (2.10) in Proposition 2.3 becomes

(X†)′ = −X†[ARG −AT (I −RG)]−X†BQ (1.3)
= −X†(A+ BQ)

on [α,∞). Finally, by using RG(t)U(t) = Q(t)X(t) for every t ∈ [α,∞) we get

U ′ −AU (1.3)
= CX −ATU − [ARG −AT (I −RG)]U = CX − (A+AT )RGU

(2.8)
= CX − (A+AT )QX = [C − (A+AT )Q]X

on [α,∞). Thus, the matrix U(t) solves (3.13) on [α,∞). The proof is complete.

Remark 3.12. Let Φα(t) be the fundamental matrix of the system Y ′ = [A(t) +
B(t)Q(t)]Y for t ∈ [α,∞) satisfying Φα(α) = I. It is well-known that ΦT−1

α (t)
is the fundamental matrix of the adjoint system Y ′ = −[A(t) + B(t)Q(t)]T Y for
t ∈ [α,∞). From (3.12) we then obtain by the uniqueness of solutions that

X(t) = Φα(t)X(α), X†(t) = X†(α) Φ−1
α (t), t ∈ [α,∞). (3.14)
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Remark 3.13. In [29, Theorem 7.12] we proved that every genus G of conjoined
bases of nonoscillatory system (H) contains a principal solution of (H) at infinity.
Moreover, in Theorem 3.5 we described the construction of any such a principal
solution in terms of conjoined bases from the genus G, see also Remark 3.6.

In the next proposition we recall from [29, Theorem 7.13] a complete classification
of all principal solutions of (H) at infinity within the genus G.

Proposition 3.14. Assume that (1.1) holds and system (H) is nonoscillatory with

α̂min defined in (3.1). Let (X̂, Û) be a principal solution of (H) at infinity, which

belongs to a genus G. Moreover, let P̂ and PŜ∞ be the orthogonal projectors defined

through the function X̂(t) on (α̂min,∞) in (2.5), (2.12), and 3.2. Then a solution
(X,U) of (H) is a principal solution belonging to G if and only if for some (and

hence for every) α ∈ (α̂min,∞) there exist matrices M̂, N̂ ∈ Rn×n such that

X(α) = X̂(α) M̂, U(α) = Û(α) M̂ + X̂†T (α) N̂ ,

M̂ is nonsingular, M̂T N̂ = N̂T M̂, Im N̂ ⊆ Im P̂ , PŜ∞ N̂M̂−1PŜ∞ = 0.

4. Riccati matrix differential equation for given genus. In this section we
present a new theory extending the results by Reid in [22, 23] about Riccati matrix
differential equation (R) to general possibly uncontrollable systems (H). Namely,
for every genus G of conjoined bases of (H) we consider the Riccati matrix differ-
ential equation (R). In Lemma 4.1, Theorem 4.3, and Corollary 4.5 we first derive
properties of solutions of (R) in the relation with the associated projector RG(t)
in (3.11). In (4.9) and (4.18) we introduce an auxiliary linear differential system
and the so-called F -matrix for a solution of this system, which serve as main tools
for the formulation of the results in this section. In particular, in Theorem 4.16
we present additional properties of solutions of (R) obtained through the above
mentioned F -matrix. The main results concerning the correspondence between the
solutions of the Riccati equation (R) and conjoined bases of (H) from the genus G
are contained in Theorems 4.18 and 4.21.

First we derive some auxiliary properties of the projector RG(t), being a solution
of the Riccati equation (1.2), and the coefficient A(t) in (1.3). In particular, we
represent RG(t) as a solution of a linear differential system

RG
′ = [A(t), RG] = A(t)RG −RG A(t). (4.1)

We note that since RG(t) is symmetric, then it solves also the system

RG
′ = [RG, AT (t)] = RG AT (t)−AT (t)RG. (4.2)

being the transpose of the system in (4.1). For M,N ∈ Rn×n the notation [M,N ]
used in (4.1) and (4.2) means their commutator, i.e., [M,N ] := MN −NM .

Lemma 4.1. Let G be a genus of conjoined bases of (H) and let RG(t) and A(t) be
the corresponding matrices in (3.11) and (1.3). Then [RG(t), A(t) +AT (t)] = 0 for
every t ∈ [α∞,∞), i.e., the matrices RG(t) and A(t) +AT (t) commute on [α∞,∞).
Moreover, the orthogonal projector RG(t) satisfies on [α∞,∞) system (4.1).

Proof. First we note that from the definition of the matrix A(t) in (1.3) we have
on [α∞,∞) the formulas

ARG = ARG, RGAT = RGA
T , (4.3)

RGA = RGARG −RGA
T (I −RG) = RG (A+AT )RG −RGA

T . (4.4)
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By combining equality (4.4) with the second identity in (4.3) we obtain that

RG (A+AT ) = RGA+RGAT = [RG (A+AT )RG −RGA
T ] +RGA

T

= RG (A+AT )RG (4.5)

on [α∞,∞). From (4.5) it then follows that the matrix RG(t) [A(t) + AT (t)] is
symmetric for every t ∈ [α∞,∞), which in turn implies the equality

RG(t) [A(t) +AT (t)] = [A(t) +AT (t)]RG(t)

for all t ∈ [α∞,∞). In particular, this means that the matrices RG(t) and A(t) +
AT (t) commute on [α∞,∞), i.e., the commutator [RG(t), A(t) + AT (t)] = 0 for
every t ∈ [α∞,∞), showing the first part of the lemma. For the proof of the second
part we note that the orthogonal projector RG(t) solves the Riccati equation (1.2)
on [α∞,∞), by Proposition 3.9. Moreover, by using formula (4.4) and the first
identity in (4.3) equation (1.2) reads on [α∞,∞) as

RG
′ (1.2)

= ARG − [RG (A+AT )RG −RGA
T ]

(4.3), (4.4)
= ARG −RGA = [A, RG].

Thus, the matrix RG(t) solves system (4.1) on [α∞,∞).

Remark 4.2. We remark that the formulas in (4.1) are equivalent with

(I −RG)′ = [A(t), I −RG] = [I −RG, AT (t)], t ∈ [α∞,∞), (4.6)

as one can easily check. The matrix RG(t) satisfies on [α∞,∞) also the relations

RG
′(t) = A(t)RG(t) +RG(t)AT (t)−RG(t) [A(t) +AT (t)]RG(t),

ImB(t) ⊆ ImRG(t).

}
(4.7)

Note that the first equation in (4.7) is the same as (1.2) with A(t) instead of A(t).

Next we derive properties of the solutions of (R), which are based on the projector
RG(t) and Lemma 4.1.

Theorem 4.3. Let G be a genus of conjoined bases of (H) with the corresponding
matrix RG(t) in (3.11) and let Q(t) be a solution of the Riccati equation (R) on
[α,∞) ⊆ [α∞,∞). Then the matrices RG(t)Q(t), Q(t)RG(t), and RG(t)Q(t)RG(t)
also solve (R) on [α,∞).

Proof. Let RG(t) and Q(t) be as in the theorem. By using (R), the second formula in
(4.1), and the identities RG(t) C(t) = C(t) and B(t)RG(t) = B(t) for every t ∈ [α,∞)
we obtain that

(RG Q)′ = RG
′ Q+RG Q

′ (4.1), (R)
= [RG,AT ]Q+RG (C −QA−ATQ−QBQ)

= RG ATQ−ATRG Q+ C −RG QA−RG ATQ−RG QBRG Q

= −AT (RG Q)− (RG Q)A− (RG Q)B (RG Q) + C
on [α,∞). Thus, the matrix RG(t)Q(t) solves (R) on [α,∞). Similarly, by the first
formula in (4.1) and the identities C(t)RG(t) = C(t) and RG(t)B(t) = B(t) for all
t ∈ [α,∞) we get

(QRG)′ = Q′RG +QRG
′ (R), (4.1)

= (C −QA−ATQ−QBQ)RG +Q [A, RG]

= C −QARG −ATQRG −QRG BQRG +QARG −QRGA
= −AT (QRG)− (QRG)A− (QRG)B (QRG) + C
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on [α,∞), showing that the matrix Q(t)RG(t) solves (R) on [α,∞). Finally, by
combining these results we get that also RG(t) [Q(t)RG(t)] = [RG(t)Q(t)]RG(t) =
RG(t)Q(t)RG(t) is a solution of (R) on [α,∞) and the proof is complete.

Remark 4.4. The symmetry of equation (R) implies that the matrix QT (t) solves
equation (R) on [α,∞). By applying Theorem 4.3 for Q := QT we then obtain that
also the matrices RG(t)QT (t), QT (t)RG(t), and RG(t)QT (t)RG(t) are solutions of
(R) on [α,∞).

Corollary 4.5. With the assumptions and notations of Theorem 4.3, the matrix
Q(t) satisfies the inclusion ImQ(t) ⊆ ImRG(t), resp. the inclusion ImQT (t) ⊆
ImRG(t), for all t ∈ [α,∞) if and only if the inclusion ImQ(t0) ⊆ ImRG(t0), resp.
the inclusion ImQT (t0) ⊆ ImRG(t0), holds for some t0 ∈ [α,∞).

Proof. From Theorem 4.3 and Remark 4.4 we know that the matrices Q∗(t) :=
RG(t)Q(t) and Q∗∗(t) := RG(t)QT (t) solve equation (R) on [α,∞). Fix t0 ∈ [α,∞).
If ImQ(t0) ⊆ ImRG(t0), then the matrix Q∗(t0) = Q(t0) and by the uniqueness
of solutions of (R) we obtain the equality Q∗(t) = Q(t) on [α,∞). The latter
identity means that the inclusion ImQ(t) ⊆ ImRG(t) holds for every t ∈ [α,∞).
By using the similar arguments the relation ImQT (t0) ⊆ ImRG(t0) implies that
Q∗∗(t0) = Q(t0) and consequently, we have the equality Q∗∗(t) = Q(t) on [α,∞).
Hence, the inclusion ImQT (t) ⊆ ImRG(t) holds for every t ∈ [α,∞). The proof of
opposite implications is trivial.

For our reference we now present an auxiliary result from linear algebra about
orthogonal projectors.

Lemma 4.6. Let Z ∈ Rn×n be an orthogonal projector. Then K,L ∈ Rn×n satisfy

ImK ⊆ ImZ and ImL ⊆ KerZ (4.8)

if and only if K = ZE and L = (I −Z)E for some matrix E ∈ Rn×n. In this case
the equality KerK ∩KerL = KerE holds.

Proof. Let Z be as in the lemma. If the matrices K and L satisfy (4.8), then for
E := K + L we have that

ZE = ZK + ZL = K, (I − Z)E = (I − Z)K + (I − Z)L = L.

The opposite implication is trivial. Finally, it is easy to see that in this case we
have the equality KerK ∩KerL = KerE, which completes the proof.

Remark 4.7. Let Z be an orthogonal projector and let K and L be matrices
satisfying (4.8). The results in Lemma 4.6 then show that KerK ∩ KerL = {0} if
and only if the matrix E = K + L is nonsingular. In particular, in this case the
inclusions in (4.8) are implemented as equalities, i.e., the identities ImK = ImZ
and ImL = KerZ hold. We also note that the condition KerK ∩ KerL = {0} is
equivalent with rank (KT , LT )T = n.

Let G be a genus of conjoined bases of (H) and let RG(t) be its representing
orthogonal projector in (3.11). For a given solution Q(t) of the Riccati equation
(R) on a subinterval [α,∞) ⊆ [α∞,∞) we consider the following system of first
order linear differential equations

Θ′ = [A(t) + B(t)Q(t)] Θ,

Ω′ = A(t) Ω + [I −RG(t)]{C(t)− [A(t) +AT (t)]Q(t)}Θ,

}
(4.9)
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on [α,∞) together with the initial conditions

Θ(α) = K, Ω(α) = L, (4.10)

where the matrices K,L ∈ Rn×n satisfy

ImK ⊆ ImRG(α), ImL ⊆ KerRG(α), rank (KT , LT )T = n. (4.11)

We will study the properties of solutions of system (4.9), which will serve for the
formulation and proofs of the main results of this section. The first equation in
(4.9) is motivated by the approach in [23, Chapter 2, Lemma 2.1], which is adopted
here to the setting of uncontrollable systems (H).

Remark 4.8. Given a solution Q(t) of (R) on [α,∞) we note that for any matrices
K and L satisfying (4.11) there exist unique matrices Θ(t) and Ω(t), which solve the
equations in (4.9) on [α,∞) with Θ(α) = K and Ω(α) = L. Moreover, in this case
we have from Lemma 4.6 and Remark 4.7 with Z := RG(α) that Θ(α) = RG(α)E
and Ω(α) = [I −RG(α)]E for some nonsingular matrix E. These observations then
imply that the initial value problem (4.9)–(4.10) with (4.11) has the solution (Θ,Ω),
which is unique up to a right nonsingular multiple. More precisely, if (Θ0,Ω0) is
another solution of (4.9)–(4.11), then there exists a constant nonsingular matrix
M ∈ Rn×n such that Θ0(t) = Θ(t)M and Ω0(t) = Ω(t)M for all t ∈ [α,∞).

Proposition 4.9. Let G be a genus of conjoined bases of (H) with the corresponding
matrix RG(t) in (3.11). Moreover, let Q(t) be a solution of equation (R) on [α,∞) ⊆
[α∞,∞) and let (Θ,Ω) be a solution of the associated system in (4.9) on [α,∞).
Then the matrix Θ(t) has a constant kernel on [α,∞) and the matrices V (t) := [I−
RG(t)] Θ(t) and W (t) := RG(t) Ω(t) solve on [α,∞) the linear differential equation
Y ′ = A(t)Y . In addition, if the matrices K := Θ(α) and L := Ω(α) satisfy the
conditions in (4.11), then for all t ∈ [α,∞) we have

Im Θ(t) = ImRG(t), Im Ω(t) = KerRG(t), rank (ΘT (t), ΩT (t))T = n. (4.12)

Proof. Let RG(t), Q(t), Θ(t), Ω(t), K, and L be as in the proposition. By the
uniqueness of solutions of the first equation in (4.9) we have that Θ(t) = Φα(t) Θ(α),
where Φα(t) is the associated fundamental matrix normalized at the point α, i.e.,

Φ′α = [A(t) + B(t)Q(t)] Φα, t ∈ [α,∞), Φα(α) = I. (4.13)

This implies that Ker Θ(t) = Ker Θ(α) for every t ∈ [α,∞), i.e., the matrix Θ(t) has
constant kernel on [α,∞). Next we show that the matrices V (t) and W (t) satisfy
on [α,∞) the equation Y ′ = A(t)Y . Indeed, by using (4.1), (4.6), (4.9), and the
inclusion in (4.7) we obtain on [α,∞) that

V ′ = (I −RG)′Θ + (I −RG) Θ′
(4.6), (4.9)

= [A, I −RG] Θ + (I −RG) (A+ BQ) Θ

(4.7)
= A (I −RG) Θ− (I −RG)AΘ + (I −RG)AΘ = AV, (4.14)

W ′ = RG
′Ω +RG Ω′

(4.1), (4.9)
= [A, RG] Ω +RG{AΩ + (I −RG) [C − (A+AT )Q] Θ}

= ARG Ω−RGAΩ +RGAΩ = AW. (4.15)

Moreover, suppose that the matrices K and L satisfy (4.11). Then V (α) = 0 =
W (α), which in turn, by uniqueness of solutions of (4.14) and (4.15), implies that
V (t) = 0 = W (t) for all t ∈ [α,∞). Therefore, we have Im Θ(t) ⊆ ImRG(t) and
Im Ω(t) ⊆ KerRG(t) on [α,∞). And since the matrices Θ(t) andRG(t) have constant
ranks on [α,∞) and the equality rank Θ(α) = rankRG(α) holds by Remark 4.8, we
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obtain that even Im Θ(t) = ImRG(t) for every t ∈ [α,∞). Now we shall prove
the last condition in (4.12), which is clearly equivalent with the identity Ker Θ(t)∩
Ker Ω(t) = {0} on [α,∞). Fix β ∈ [α,∞) and let v ∈ Ker Θ(β) ∩ Ker Ω(β). From
the fact that Ker Θ(t) is constant on [α,∞) it then follows that Θ(t) v = 0 for all
t ∈ [α,∞). In particular, this means that the function w(t) := Ω(t) v satisfies on
[α,∞) the identity w′(t) = A(t)w(t), by (4.9). But w(β) = 0 and hence, by the
uniqueness of solutions of the equation y′ = A(t) y we get that w(t) = 0 for every
t ∈ [α,∞). Therefore, the vector v ∈ Ker Θ(α) ∩Ker Ω(α) = KerK ∩KerL, which
in turn implies that v = 0, by (4.11). Thus, the subspace Ker Θ(t)∩Ker Ω(t) = {0}
for all t ∈ [α,∞). Finally, with the aid of Remark 4.7 we conclude that Im Ω(t) =
KerRG(t) on [α,∞), showing the second condition in (4.12).

Remark 4.10. The results in Proposition 4.9 and Remark 2.2 imply that for any
solution (Θ,Ω) of (4.9)–(4.11) the matrix Θ† ∈ C1

p and satisfies the equation

[Θ†(t)]′ = −Θ†(t) [A(t) + B(t)Q(t)RG(t)], t ∈ [α,∞).

Moreover, from Remark 4.8 it follows that for a given solution Q(t) of the Ric-
cati equation (R) on [α,∞) ⊆ [α∞,∞) there exists the unique such a pair (Θ,Ω)
satisfying Θ(α) = RG(α) and Ω(α) = I − RG(α). Obviously, in this case we have
the equalities Θ(t) = Φα(t)RG(α) and Im Θ†(t) = Im ΘT (t) ≡ ImRG(α) on [α,∞),
where Φα(t) is the fundamental matrix in (4.13). In particular, the matrix Θ†(t)
then satisfies for every t ∈ [α,∞) the formula

Θ†(t) = RG(α) Θ†(t) = Φ−1
α (t) Φα(t)RG(α) Θ†(t)

= Φ−1
α (t) Θ(t) Θ†(t)

(4.12)
= Φ−1

α (t)RG(t). (4.16)

On the other hand, by the aid of (4.12) we obtain the equality

Im Φα(t)RG(α) = Im Θ(t)
(4.12)

= ImRG(t), t ∈ [α,∞). (4.17)

This equality is an important property of the matrix function Φα(t), which will be
utilized in the proof of Theorem 4.16 below.

In the following remark we introduce an important matrix (called the F -matrix)
in terms of a solution Θ(t) of (4.9). For an invertible Θ(t) this matrix was considered
in [23, Section 2.2]. Here we allow Θ(t) to be singular.

Remark 4.11. (i) The properties of the matrix Θ(t) allow to define the function

Fα(t) :=

∫ t

α

Θ†(s)B(s) Θ†T (s) ds, t ∈ [α,∞), (4.18)

which will be referred to as the F -matrix corresponding to the solution Q(t) with
respect to the genus G. From (4.18) it immediately follows that Fα(t) is symmetric
and the inclusion ImFα(t) ⊆ ImRG(α) holds for every t ∈ [α,∞) and Fα ∈ C1

p.
Moreover, under (1.1) the matrix Fα(t) is nonnegative definite and nondecreasing
with F ′α(t) = Θ†(t)B(t) Θ†T (t) ≥ 0 on [α,∞). Therefore, the subspace KerFα(t) is
nonincreasing on [α,∞), and hence eventually constant. Consequently, the proper-
ties of Moore–Penrose pseudoinverse displayed in Remark 2.2 imply that F †α ∈ C1

p

with (F †α)′(t) = −F †α(t)F ′α(t)F †α(t) = −F †α(t) Θ†(t)B(t) Θ†T (t)F †α(t) ≤ 0 for large t.
Thus, the matrix F †α(t) is nonincreasing for large t. And since F †α(t) is nonnegative
definite on [α,∞), it follows that the limit of F †α(t) exists as t→∞, i.e.,

Dα := lim
t→∞

F †α(t). (4.19)
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Clearly, the matrix Dα defined in (4.19) is symmetric and nonnegative definite and
the inclusion ImDα ⊆ ImRG(α) holds. In addition, we note that with the aid of
(4.16) and the identity RG(t)B(t)RG(t) = B(t) on [α,∞) the matrix Fα(t) in (4.18)
can be also represented as

Fα(t)
(4.18), (4.16)

=

∫ t

α

Φ−1
α (s)RG(s)B(s)RG(s) ΦT−1

α (s) ds

=

∫ t

α

Φ−1
α (s)B(s) ΦT−1

α (s) ds (4.20)

for all t ∈ [α,∞) with Φα(t) defined in (4.13).
(ii) There is another important property of the F -matrix introduced in (4.18).

For a given genus G of conjoined bases of (H) with RG(t) in (3.11) let Q(t) be
a solution of (R) on [α,∞) ⊆ [α∞,∞). By Theorem 4.3 we know that also the

matrix Q̃(t) := RG(t)Q(t)RG(t) solves (R) on [α,∞). Moreover, let Θ(t) and Θ̃(t)
be the corresponding matrices from Remark 4.10, that is,

Θ′ = [A(t) + B(t)Q(t)] Θ, Θ̃′ = [A(t) + B(t) Q̃(t)] Θ̃, t ∈ [α,∞),

Θ(α) = RG(α) = Θ̃(α).

}
(4.21)

With the aid of the identities RG(t) Θ̃(t) = Θ̃(t) and B(t)RG(t) = B(t) on [α,∞) we
obtain the equality

Θ̃′(t)
(4.21)

= [A(t) + B(t) Q̃(t)] Θ̃(t) = A(t) Θ̃(t) + B(t)RG(t)Q(t)RG(t) Θ̃(t)

= A(t) Θ̃(t) + B(t)Q(t) Θ̃(t) = [A(t) + B(t)Q(t)] Θ̃(t)

for every t ∈ [α,∞). Therefore, the matrices Θ(t) and Θ̃(t) solve the same equation

on [α,∞) and hence, Θ(t) = Θ̃(t) for all t ∈ [α,∞) by the last condition in (4.21).

Consequently, the matrices Fα(t) and F̃α(t) in (4.18) associated with the solutions

Q(t) and Q̃(t), respectively, satisfy the equality Fα(t) = F̃α(t) on [α,∞).

The representation of the matrix Fα(t) in (4.20) in terms of the fundamental
matrix Φα(t) of (4.13) allows to apply the original result in [23, Lemma 2.1, pg. 12]
for symmetric solutions Q(t) of (R). This yields the following statement, which will
be utilized in our further analysis.

Proposition 4.12. Let G be a genus of conjoined bases of (H) with the matrix
RG(t) in (3.11) and let Q(t) be a symmetric solution of the Riccati equation (R) on
[α,∞) ⊆ [α∞,∞). Moreover, let Φα(t) and Fα(t) be the corresponding matrices in

(4.13) and (4.20), respectively. Then an n × n matrix-valued function Q̃(t) solves

(R) on [α,∞) if and only if the constant matrix G := Q̃(α)−Q(α) is such that the
matrix I + Fα(t)G is nonsingular on [α,∞) and

Q̃(t) = Q(t) + ΦT−1
α (t)G [I + Fα(t)G]−1 Φ−1

α (t) for every t ∈ [α,∞). (4.22)

Remark 4.13. Let K be a given n× n matrix and let Q̃(t) be the solution of the

Riccati equation (R) satisfying Q̃(α) = K. From Proposition 4.12 it then follows

that the matrix Q̃(t) as a solution of (R) can be extended to the whole interval
[α,∞) if and only if the matrix G := K−Q(α) is such that the matrix I+Fα(t)G is

nonsingular for all t ∈ [α,∞). In this case, the solution Q̃(t) has the representation
in (4.22).
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Formula (4.22) allows to derive inequalities between symmetric solutions of the
Riccati equation (R). We note that the statement about the constant rank of

Q̃(t)−Q(t) corresponds to [23, Corollary 2, pg. 13].

Corollary 4.14. Let G be a genus of conjoined bases of (H) with the corresponding

matrix RG(t) in (3.11) and let Q(t) and Q̃(t) be symmetric solutions of the Riccati
equation (R) on [α,∞) ⊆ [α∞,∞). Then the quantities

rank [Q̃(t)−Q(t)] and ind [Q̃(t)−Q(t)] are constant on [α,∞). (4.23)

In particular, the inequality Q̃(t) ≥ Q(t) holds on [α,∞) if and only if Q̃(α) ≥ Q(α),

and the inequality Q̃(t) > Q(t) holds on [α,∞) if and only if Q̃(α) > Q(α).

Proof. Let Q(t) and Q̃(t) be as in the corollary and set G := Q̃(α)−Q(α). With the

aid of formula (4.22) we then obtain that rank [Q̃(t)−Q(t)] ≡ rankG = rank [Q̃(α)−
Q(α)] on [α,∞). Moreover, the continuity of the matrices Q(t) and Q̃(t) implies

that also the quantity ind [Q̃(t)−Q(t)] is constant on [α,∞), completing the proof
of the statements in (4.23). Finally, the assertions in the second part of the corollary
follow immediately from (4.23).

The next statement extends to an arbitrary genus G the result in [7, Corollary
(iv), pp. 52–53], in which we consider one system (H).

Corollary 4.15. Assume (1.1) and let G be a genus of conjoined bases of (H) with
the corresponding matrix RG(t) in (3.11). Let Q(t) be a symmetric solution of the

Riccati equation (R) on [α,∞) ⊆ [α∞,∞) and let Q̃(t) be a symmetric solution of

(R) satisfying the condition Q̃(α) ≥ Q(α). Then the matrix Q̃(t) solves (R) on the

whole interval [α,∞) such that the inequality Q̃(t) ≥ Q(t) holds for all t ∈ [α,∞).

Proof. Let Fα(t) be the matrix in (4.18) associated with Q(t) on [α,∞) and set

G := Q̃(α) − Q(α). We will show that the matrix I + Fα(t)G is nonsingular on
[α,∞). Fix t ∈ [α,∞) and let v ∈ Ker [I+Fα(t)G], i.e., the equality v = −Fα(t)Gv
holds. Since the matrix G is symmetric and satisfies G ≥ 0 and from Remark 4.11
we know that under the Legendre condition (1.1) the matrix Fα(t) is nonnegative
definite, we have that 0 ≤ vTGv = −vTGTFα(t)Gv ≤ 0. Thus, vTGv = 0 and
consequently, Gv = 0. Therefore, the vector v = −Fα(t)Gv = 0 and the matrix
I + Fα(t)G is nonsingular. Finally, according to Remark 4.13 and Corollary 4.14

this then means that the matrix Q̃(t) solves the Riccati equation (R) on the whole

interval [α,∞) and satisfies the inequality Q̃(t) ≥ Q(t) for every t ∈ [α,∞).

In the next result we show further properties of the solutions of the Riccati
equation (R). Namely, we characterize a certain class of the values K of the ini-
tial conditions at some point β, which guarantee that the corresponding solution
Q̃(t) of (R) with Q̃(β) = K exists on the whole interval [β,∞). Another inter-
pretation of the following statement is that any symmetric solution Q(t) of (R)
on [α,∞) ⊆ [α∞,∞) satisfying inclusion (1.4) can be decomposed into the product

RG(t) Q̃(t)RG(t) for a suitable, in general nonsymmetric, solution Q̃(t) of (R). This
result can be regarded as a partial converse to Theorem 4.3 and it will be utilized
for the classification of solutions of (R) in Remark 4.20 below.

Theorem 4.16. Let G be a genus of conjoined bases of (H) and let RG(t) be its
corresponding matrix in (3.11). Moreover, let Q(t) be a symmetric solution of (R)
on [α,∞) ⊆ [α∞,∞) satisfying condition (1.4). Let β ∈ [α,∞) and K ∈ Rn×n be
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given and consider the solution Q̃(t) of (R) with Q̃(β) = K. Then the following
statements are equivalent.

(i) The matrix Q̃(t) solves the Riccati equation (R) on the whole interval [α,∞)

such that RG(t) Q̃(t)RG(t) = Q(t) holds for every t ∈ [α,∞).
(ii) The matrix K satisfies the equality RG(β)KRG(β) = Q(β).

Proof. First we note that assertion (i) implies (ii) trivially. Therefore, suppose that
(ii) holds, i.e., the matrix K satisfies RG(β)KRG(β) = Q(β). Let Φα(t) and Fα(t)
be the matrices in (4.13) and (4.18) associated with Q(t) and put

E := I − ΦTα(β) [K −Q(β)] Φα(β)Fα(β). (4.24)

We observe that from Remark 4.11(i), inclusion (1.4) with symmetric Q(t), and
(4.17) at t = β we have

Fα(β) = RG(α)Fα(β), RG(β)Q(β)
(1.4)
= Q(β)

(1.4)
= Q(β)RG(β),

RG(β) Φα(β)RG(α)
(4.17)

= Φα(β)RG(α).



 (4.25)

Then the matrix E in (4.24) satisfies

RG(α)E
(4.24)

= RG(α)−RG(α) ΦTα(β) [K −Q(β)] Φα(β)Fα(β)

(4.25)
= RG(α)−RG(α) ΦTα(β) [RG(β)KRG(β)−Q(β)] Φα(β)RG(α)Fα(β)

= RG(α). (4.26)

We will show that the matrix E is nonsingular. Let v ∈ KerE. This means
according to (4.24) that

v = ΦTα(β) [K −Q(β)] Φα(β)Fα(β) v. (4.27)

Moreover, from (4.26) it follows that RG(α) v = RG(α)Ev = 0. Combining the
latter equality together with (4.27) and with the first identity in (4.25) yields

v
(4.27)

= ΦTα(β) [K −Q(β)] Φα(β)Fα(β) v

= ΦTα(β) [K −Q(β)] Φα(β)Fα(β)RG(α) v = 0,

which proves the nonsingularity of E. In particular, formula (4.26) is then equivalent
with the equality RG(α)E−1 = RG(α). Now set

G := E−1 ΦTα(β) [K −Q(β)] Φα(β) (4.28)

and consider the solution Q∗(t) of (R) satisfying the initial condition Q∗(α) =
Q(α) + G. We shall prove that the solution Q∗(t) is defined on the whole interval
[α,∞) such that Q∗(β) = K. First observe that with the aid of (4.24) and (4.28)
we get the identity

ΦTα(β) [K −Q(β)] Φα(β)
(4.28)

= EG
(4.24)

= G− ΦTα(β) [K −Q(β)] Φα(β)Fα(β)G,

which implies immediately the formula

G = ΦTα(β) [K −Q(β)] Φα(β) [I + Fα(β)G]. (4.29)
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Furthermore, by using the equality RG(α)E−1 = RG(α) and (4.25) we obtain that

RG(α)GRG(α)
(4.28)

= RG(α)E−1 ΦTα(β) [K −Q(β)] Φα(β)RG(α)

= RG(α) ΦTα(β) [K −Q(β)] Φα(β)RG(α)

(4.25)
= RG(α) ΦTα(β) [RG(β)KRG(β)−Q(β)] Φα(β)RG(α)

= 0. (4.30)

Fix t ∈ [α,∞) and let v ∈ Ker [I +Fα(t)G], i.e., the equality v = −Fα(t)Gv holds.
In particular, the vector v ∈ ImFα(t) ⊆ ImRG(α), by Remark 4.11(i). This means
that v = RG(α) v, which in turn together with the equality Fα(t)RG(α) = Fα(t)
and equation (4.30) yields v = −Fα(t)Gv = −Fα(t)RG(α)GRG(α) v = 0. Thus,
the matrix I + Fα(t)G is nonsingular on [α,∞) and by Remark 4.13 the solution
Q∗(t) exists on the whole interval [α,∞) such that

Q∗(t) = Q(t) + ΦT−1
α (t)G [I + Fα(t)G]−1 Φ−1

α (t) (4.31)

for all t ∈ [α,∞), by (4.22). In particular, it follows for the matrix Q∗(β) that

Q∗(β)
(4.31)

= Q(β) + ΦT−1
α (β)G [I + Fα(β)G]−1 Φ−1

α (β)

(4.29)
= Q(β) + [K −Q(β)] = K = Q̃(β).

Therefore, by the uniqueness of solutions of (R) the matrix Q̃(t) solves (R) on the

whole interval [α,∞) with Q̃(t) = Q∗(t) for every t ∈ [α,∞). In turn, the matrix

RG(t) Q̃(t)RG(t) is also a solution of (R) on [α,∞), by Theorem 4.3. Finally, since

RG(β) Q̃(β)RG(β) = RG(β)KRG(β) = Q(β), we conclude by using the uniqueness

of solutions of (R) once more that RG(t) Q̃(t)RG(t) = Q(t) for all t ∈ [α,∞). This
shows (i) and the proof is complete.

Remark 4.17. For the completeness we note that the matrix Q̃(t) in Theorem 4.16
satisfies the formula

Q̃(t) = Q(t) + ΦT−1
α (t)G [I + Fα(t)G]−1 Φ−1

α (t), t ∈ [α,∞).

This follows directly from the equality Q̃(t) = Q∗(t) on [α,∞) and the representation
of the matrix Q∗(t) in (4.31).

We are now ready to formulate the main results of this section (Theorems 4.18
and 4.21), in which we connect the solutions Q(t) of the Riccati equation (R) on
[α,∞) with conjoined bases (X,U) with constant kernel on [α,∞) from the genus
G. These results extend the well known correspondence between the symmetric so-
lutions Q(t) of (R) on [α,∞) and conjoined bases (X,U) of (H) with X(t) invertible
on [α,∞), i.e.,

Q(t) = U(t)X−1(t) on [α,∞) (4.32)

to the case of possibly noninvertible X(t) on [α,∞).

Theorem 4.18. Let G be a genus of conjoined bases of (H) with the orthogonal
projector RG(t) in (3.11). Moreover, let (X,U) be a conjoined basis of (H) belonging
to G such that (X,U) has constant kernel on a subinterval [α,∞) ⊆ [α∞,∞) and
let Q(t) be the corresponding Riccati quotient in (2.7). Then the matrix Q(t) is
a symmetric solution of the Riccati equation (R) on [α,∞) such that the condition
in (1.4) holds and the matrices Θ(t) and Ω(t) defined by

Θ(t) := X(t), Ω(t) := U(t)−Q(t)X(t), t ∈ [α,∞), (4.33)
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solve the initial value problem (4.9)– (4.10) on [α,∞) with (4.11).

Proof. Let R(t) be the orthogonal projector in (2.4) associated with (X,U). From
Proposition 3.11 we know that R(t) = RG(t) on [α,∞). By (2.7) the matrix Q(t)
then satisfies the equality Q(t) = RG(t)U(t)X†(t) for every t ∈ [α,∞). Moreover,
using the identities in (1.3), (3.12), and (4.2) we obtain on [α,∞) that

Q′ = RG
′ UX† +RG U

′X† +RG U(X†)′

(4.2)
= [RG,AT ]UX† +RG (CX −ATU)X† +RG U(X†)′

(3.12)
= RGATUX† −ATRG UX

† +RG CRG −RGATUX† −RG UX
†(A+ BQ)

(1.3)
= −QA−ATQ−QBQ+ C.

Thus, the matrix Q(t) solves the Riccati equation (R) on [α,∞) and condition (1.4)
holds. Furthermore, according to (3.12) in Proposition 3.11 the matrix Θ(t) = X(t)
satisfies the first equation in (4.9) on [α,∞) while applying (3.13) and (R) yields
for the matrix Ω(t) the equality

Ω′ −AΩ = (U −QX)′ −A (U −QX)

(3.13)
= [C − (A+AT )Q]X −Q′X −QX ′ +AQX

(R), (3.12)
= [C − (A+AT )Q]X + (A+AT )QX − CX (4.34)

on [α,∞). Moreover, by using (4.5), (1.3), and the equalities RG(t)Q(t) = Q(t) and
RG(t)X(t) = RG(t) for every t ∈ [α,∞) the last two terms in (4.34) become

(A+AT )QX − CX (1.3)
= (A+AT )RG QX −RG CRGX

(4.5)
= RG (A+AT )RG QX −RG CX

= RG (A+AT )QX −RG CX

= −RG [C − (A+AT )Q]X (4.35)

on [α,∞). By combining formulas (4.34) and (4.35) we obtain that

Ω′ −AΩ = (I −RG) [C − (A+AT )Q]X = (I −RG) [C − (A+AT )Q] Θ

on [α,∞), showing the second equation in (4.9). Finally, from the first identity in
(4.33) we have that Im Θ(α) = ImX(α) = ImRG(α), while the second one together
with the last formula in (2.8) give

RG(α) Ω(α) = RG(α)U(α)−RG(α)Q(α)X(α) = RG(α)U(α)−Q(α)X(α) = 0.

Hence, the inclusion Im Ω(α) ⊆ KerRG(α) holds. On the other hand, with the aid
of (4.33) and the fact that (X,U) is a conjoined basis one can easily check that
Ker Θ(α) ∩ Ker Ω(α) = KerX(α) ∩ KerU(α) = {0}, which is equivalent with the
equality rank (ΘT (α), ΩT (α))T = n. Therefore, the matrices Θ(α) and Ω(α) satisfy
the conditions in (4.11) and the proof is complete.

Remark 4.19. Let Sα(t) be the matrix in (2.11) associated with the conjoined
basis (X,U) on [α,∞) and let Fα(t) be the matrix in (4.18), which corresponds to
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the Riccati quotient Q(t) on [α,∞). The identities in (3.14) and (4.20) then give

Sα(t) =

∫ t

α

X†(s)B(s)X†T (s) ds
(3.14)

=

∫ t

α

X†(α) Φ−1
α (s)B(s) ΦT−1

α (s)X†T (α) ds

(1.3)
= X†(α)

∫ t

α

Φ−1
α (s)B(s) ΦT−1

α (s) dsX†T (α)

(4.20)
= X†(α)Fα(t)X†T (α) (4.36)

for all t ∈ [α,∞), where Φα(t) is the fundamental matrix in (4.13). On the other
hand, with the aid of the equalities X(α)X†(α) = RG(α) = X†T (α)XT (α) and
Fα(t) = RG(α)Fα(t)RG(α) on [α,∞) expression (4.36) yields the formula

Fα(t) = RG(α)Fα(t)RG(α) = X(α)X†(α)Fα(t)X†T (α)XT (α)

(4.36)
= X(α)Sα(t)XT (α). (4.37)

for every on t ∈ [α,∞). Furthermore, let P , PSα(t), and PSα∞ be the matrices in
(2.4) and (2.12) associated with (X,U). By combining (4.37) with the identities
XT (α)X†T (α) = P and Sα(t)P = Sα(t) we get Fα(t)X†T (α) = X(α)Sα(t)P =
X(α)Sα(t), which in turn through (2.24) implies that

ImFα(t) = ImX(α)Sα(t)
(2.12)

= ImX(α)PSα(t)
(2.24)

=
(
Λα[α, t]

)⊥
, (4.38)

where the subspace Λα[α, t] is defined in Section 2. Note that equality (4.38) is in
a full agreement with the monotonicity of the subspace KerFα(t) in Remark 4.11(i).
Moreover, by using the relation in (2.22) we obtain

ImFα(t)
(4.38)

=
(
Λα[α, t]

)⊥ (2.22)≡
(
Λα[α,∞)

)⊥
on (τα,∞,∞), (4.39)

where the point τα,∞ is defined in (2.23).

Remark 4.20. Based on Theorem 4.18, the result in Theorem 4.16 enables to
determine all the solutions Q(t) of the Riccati equation (R) on [α,∞), for which
the matrix RG(t)Q(t)RG(t) is the (symmetric) Riccati quotient associated with the
conjoined basis (X,U) on [α,∞). More precisely, if β ∈ [α,∞) is a given point
and Q(t) is a solution of (R) defined on a neighborhood of β, then the matrix
Q(t) solves (R) on the whole interval [α,∞) and the matrix RG(t)Q(t)RG(t) is the
Riccati quotient associated with (X,U) for every t ∈ [α,∞) if and only if the matrix
RG(β)Q(β)RG(β) is the Riccati quotient for (X,U) at the point β. In addition,
from Remarks 4.11(ii) and 4.19 it follows that the matrix Fα(t) in (4.18), which
corresponds to every such a solution Q(t), satisfies formulas (4.36)–(4.39).

Theorem 4.21. Let G be a genus of conjoined bases of (H) with the orthogonal
projector RG(t) in (3.11) and let Q(t) be a solution of the Riccati equation (R)
on [α,∞) ⊆ [α∞,∞) such that the matrix RG(t)Q(t)RG(t) is symmetric on [α,∞).
Moreover, let (Θ,Ω) be a solution of (4.9)– (4.11) on [α,∞) and define the matrices

X(t) := Θ(t), U(t) := Q(t) Θ(t) + Ω(t), t ∈ [α,∞). (4.40)

Then the following statements hold.

(i) The pair (X,U) is a conjoined basis of (H) such that (X,U) has a constant
kernel on [α,∞) and belongs to the genus G.

(ii) The matrix RG(t)Q(t)RG(t) is the Riccati quotient in (2.7) associated with
(X,U) on [α,∞), i.e., the equality RG(t)Q(t)RG(t) = R(t)U(t)X†(t) holds
for all t ∈ [α,∞), where R(t) is the corresponding projector in (2.4).
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Proof. (i) First we show that the pair (X,U) is a solution of (H) on [α,∞). From
Proposition 4.9 we know that the matrix Θ(t) has constant kernel on [α,∞) and
Im Θ(t) = ImRG(t) for every t ∈ [α,∞). Thus, the matrix X(t) has constant kernel
on [α,∞) and ImX(t) = RG(t) for all t ∈ [α,∞). And since Θ(t) solves the first
equation in (4.9) on [α,∞), we have that

X ′(t) = [A(t) + B(t)Q(t)]X(t), t ∈ [α,∞). (4.41)

Moreover, by using (1.3), (4.40), and the inclusion in (4.7) we obtain the formula

B(t)U(t)
(1.3), (4.40), (4.7)

= B(t)Q(t)X(t) + B(t)RG(t) Ω(t) = B(t)Q(t)X(t) (4.42)

for every t ∈ [α,∞). Combining identities (4.41) and (4.42) with (4.3) and the
equality RG(t)X(t) = X(t) for every t ∈ [α,∞) then yields on [α,∞) that

X ′
(4.41)

= AX + BQX (4.42)
= ARGX +BU

(4.3)
= ARGX +BU = AX +BU. (4.43)

Next we derive some additional properties of the matrices Θ(t) and Ω(t), which will
simplify our calculations. In particular, by (R) and the first equation in (4.9) we
have on [α,∞) that

(QΘ)′
(R), (4.9)

= (C−QA−ATQ−QBQ) Θ+Q (A+BQ) Θ = (C−ATQ) Θ. (4.44)

On the other hand, by (1.3) and the identities RG(t) Ω(t) = 0 and RG(t) Θ(t) = Θ(t)
for all t ∈ [α,∞), the second equation in (4.9) reads on [α,∞) as

Ω′
(4.9), (1.3)

= [ARG −AT (I −RG)] Ω + [C − (A+AT )Q] Θ−RG [C − (A+AT )Q] Θ

= −ATΩ + [C −ATQ] Θ−AQΘ−RG C RGΘ +RG (A+AT )QΘ

(1.3)
= −ATΩ + [C −ATQ] Θ− CΘ + [RG (A+AT )−A]QΘ

(1.3)
= −ATΩ + [C −ATQ] Θ− [C − ATQ] Θ. (4.45)

Now by using (4.44) and (4.45) we obtain that the matrix U(t) in (4.40) satisfies

U ′ = (QΘ)′ + Ω′ = (C − ATQ) Θ−ATΩ + [C −ATQ] Θ− [C − ATQ] Θ

= CΘ−AT (QΘ + Ω)
(4.40)

= CX −ATU on [α,∞). (4.46)

Hence, equalities (4.43) and (4.46) show that the pair (X,U) solves system (H) on
[α,∞). Moreover, the matrix

XT (t)U(t) = ΘT (t)Q(t) Θ(t) + ΘT (t) Ω(t) = ΘT (t)RG(t)Q(t)RG(t) Θ(t)

is symmetric and the subspace KerX(t) ∩ KerU(t) = Ker Θ(t) ∩ Ker Ω(t) = {0}
for every t ∈ [α,∞), both by Proposition 4.9. Therefore, the solution (X,U) is
a conjoined basis with constant kernel on [α,∞). And since the equality ImX(t) =
ImRG(t) holds for every t ∈ [α,∞), we conclude that (X,U) belongs to the genus
G. For the proof of part (ii) we note that the orthogonal projector R(t) in (2.4)
associated with (X,U) satisfies R(t) = RG(t) for all t ∈ [α,∞). In particular, by
using the identities Θ(t) Θ†(t) = RG(t) and RG(t) Ω(t) = 0 on [α,∞) we obtain that

R(t)U(t)X†(t)
(4.40)

= RG(t)Q(t) Θ(t) Θ†(t) +RG(t) Ω(t) Θ†(t) = RG(t)Q(t)RG(t)

for every t ∈ [α,∞). Thus, the matrix RG(t)Q(t)RG(t) is the Riccati quotient in
(2.7) associated with (X,U) on [α,∞) and the proof is complete.
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Remark 4.22. We note that the matrices Fα(t) and Sα(t) in (4.18) and (2.11)
associated with the matrix Q(t) and the conjoined basis (X,U) in Theorem 4.21,
respectively, satisfy the identities in (4.36) and (4.37). This follows directly from
Theorem 4.18 and Remark 4.11(ii).

Remark 4.23. Let G be a genus of conjoined basis of (H) with the associated
matrix RG(t) in (3.11) and let [α,∞) ⊆ [α∞,∞) be a given interval. The results in
Theorems 4.18 and 4.21 provide a correspondence between the set of all conjoined
basis (X,U) of (H) with constant kernel on [α,∞), which belong to the genus G,
and the set of all symmetric solutions Q(t) of the Riccati equation (R) on [α,∞)
satisfying condition (1.4). More precisely, for every such a conjoined basis (X,U)
its Riccati quotient Q(t) in (2.7) is a symmetric solution of (R) on [α,∞) with
ImQ(t) ⊆ ImRG(t) for all t ∈ [α,∞), as we claim in Theorem 4.18. Conversely, if
Q(t) is a symmetric solution of (R) on [α,∞) such that ImQ(t) ⊆ ImRG(t) for every
t ∈ [α,∞), then there exists a conjoined basis (X,U) of (H) from the genus G with
constant kernel on [α,∞) such that the matrix Q(t) is its corresponding Riccati
quotient in (2.7), by Theorem 4.21, and the equality RG(t)Q(t)RG(t) = Q(t) on
[α,∞). In addition, every such a conjoined basis (X,U) has the form of (4.40)
for some solution (Θ,Ω) of (4.9)–(4.11) on [α,∞). Finally, the observations in
Remark 4.8 then imply that the conjoined basis (X,U) is uniquely determined up
to a right nonsingular multiple by the genus G and the matrix Q(t).

Remark 4.24. The representation of the solution Q(t) of (R) in (4.32) corresponds
to the results in Theorems 4.18 and 4.21 with the maximal genus G = Gmax. In this
case RG(t) ≡ I, and (1.3) yields that the Riccati equations (R) and (R) coincide.

5. Inequalities for Riccati quotients in given genus. In this section we derive
a mutual representation of the Riccati quotients corresponding to conjoined bases
of (H) from a given genus G (Theorem 5.3). This representation is then utilized for
obtaining inequalities between two Riccati quotients (Corollary 5.5). The results
presented in this section essentially generalize the discussion in [7, pg. 54] to possibly
uncontrollable systems (H).

First we prove an auxiliary property of the image of the matrix Fα(t) in (4.18).

Lemma 5.1. Assume (1.1). Let G be a genus of conjoined bases of (H) with the
matrix RG(t) in (3.11) and let Q(t) be a solution of the Riccati equation (R) on
[α,∞) ⊆ [α∞,∞) such that the matrix RG(t)Q(t)RG(t) is symmetric on [α,∞).
Moreover, let Fα(t) be the matrix in (4.18), which corresponds to Q(t), and RΛ∞(t)
be the orthogonal projector defined in (3.7). Then

ImFα(t) ⊆ ImRΛ∞(α) for every t ∈ [α,∞). (5.1)

Proof. Let (X,U) be a conjoined basis of (H) from the genus G, which corresponds
to the matrix Q(t) through Theorem 4.21. It follows that (X,U) has constant kernel
on [α,∞) and the matrix X(t) satisfies the equality ImX(t) = ImRG(t) for every
t ∈ [α,∞). Moreover, the matrix RG(t)Q(t)RG(t) is the Riccati quotient in (2.7)
associated with (X,U) on [α,∞), by Theorem 4.21(ii). Let Sα(t) be the S-matrix in
(2.11) corresponding to the conjoined basis (X,U) on [α,∞). From Remark 4.11(ii)
we know that Fα(t) is the F -matrix in (4.18) associated withRG(t)Q(t)RG(t). Thus,
by combining (3.8) and (4.39) we obtain the identity

ImFα(t)
(4.39)≡

(
Λα[α,∞]

)⊥ (3.8)
= ImRΛ∞(α) on (τα,∞,∞), (5.2)
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where the point τα,∞ is defined in (2.23). And since by Remark 4.11(i) the subspace
ImFα(t) is nondecreasing on [α,∞), the inclusion in (5.1) now immediately follows
from (5.2). The proof is complete.

Remark 5.2. (i) Let Sα(t) and PSα∞ be the matrices in (2.11) and (2.12) which
correspond to the conjoined basis (X,U) on [α,∞) ⊆ [α∞,∞). From (2.25) and
(5.2) it follows that

ImSα(t) = ImPSα∞, ImFα(t) = ImRΛ∞(α), (5.3)

rankSα(t) = rankPSα∞ = n− d[α,∞) = rankRΛ∞(α) = rankFα(t) (5.4)

on (τα,∞,∞). Moreover, the matrices Sα(t) and Fα(t) satisfies the identities

S†α(t) = PSα∞XT (α)F †α(t)X(α)PSα∞,

F †α(t) = RΛ∞(α)X†T (α)S†α(t)X†(α)RΛ∞(α)

}
(5.5)

for every t ∈ (τα,∞,∞), which can verify by direct computation with the aid of
(3.9)–(3.10), (4.36), (4.37), and (5.3).

(ii) Furthermore, upon taking t→∞ in (5.5) we obtain the formulas

Tα = PSα∞XT (α)DαX(α)PSα∞,

Dα = RΛ∞(α)X†T (α)TαX
†(α)RΛ∞(α),

}
(5.6)

where the matrices Tα and Dα are defined in (2.13) and (4.19), respectively. The
equalities in (5.6) then yield that ImDα ⊆ ImRΛ∞(α) and rankTα = rankDα.
In particular, combining the last formula with Remark 2.8(ii) and the fact that
d[α,∞) = d∞ implies that rankDβ is constant with respect to β ∈ [α,∞).

In the following main result of this section we present a representation of two
Riccati quotients corresponding to two conjoined bases of (H) from a genus G. This
result will be utilized in the classification of all distinguished solutions of (R) at
infinity in Section 7. When G = Gmax is the maximal genus (in particular, when
system (H) is controllable), this representation coincides with the statement in
Proposition 4.12. We note that for a given genus G we now compare those solutions
Q(t) and Q̃(t) of (R), which are Riccati quotients according to their definition in
(2.7). However, the Riccati equation (R) may also have other solutions, which are
not of this particular form.

Theorem 5.3. Let G be a genus of conjoined bases of (H) and let (X,U) and

(X̃, Ũ) be two conjoined bases of (H) with constant kernel on [α,∞) ⊆ [α∞,∞)
belonging to G. Moreover, let P and Sα(t) be the matrices in (2.5) and (2.11)

associated with (X,U). Suppose that (X̃, Ũ) is expressed in terms of (X,U) via
matrices M and N as in Proposition 2.10. Then the Riccati quotients Q(t) and

Q̃(t) in (2.7) corresponding to (X,U) and (X̃, Ũ), respectively, satisfy

Q̃(t) = Q(t) +X†T (t)N [PM + Sα(t)N ]†X†(t), t ∈ [α,∞). (5.7)

Proof. Let RG(t) be the orthogonal projector in (3.11) and let R(t) and R̃(t) be

the matrices in (2.4), which correspond to the conjoined bases (X,U) and (X̃, Ũ),
respectively. According to Proposition 3.11 and the second identity in (2.4) we then
have the equalities

X(t)X†(t)
(2.4)
= R(t) = RG(t) = R̃(t)

(2.4)
= X̃(t) X̃†(t) (5.8)



RICCATI EQUATIONS FOR LINEAR HAMILTONIAN SYSTEMS 1713

for all t ∈ [α,∞). Moreover, the symmetry of the matrices Q(t), Q̃(t), R(t), and

R̃(t) on [α,∞), the fact that the matrix N is the Wronskian of (X,U) and (X̃, Ũ)
by Remark 2.11(i), and the equations in (5.8) imply that (we omit the argument t)

Q̃−Q (2.7)
= R̃ ŨX̃† −RUX† (5.8)

= R ŨX̃† −X†TUTR̃
(2.4)
= X†TXT ŨX̃† −X†T UT X̃X̃†

= X†T (XT Ũ − UT X̃) X̃† = X†TNX̃† (5.9)

on [α,∞). Finally, inserting the expression for the matrix X̃†(t) in (2.37) into the
equality in (5.9) yields formula (5.7) on [α,∞) and the proof is complete.

Remark 5.4. By substituting the matrix X†(t) instead of X̃†(t) in (5.9) we get

another formula for the difference Q̃(t)−Q(t). Namely, inserting the second identity
in (2.37) into (5.9) and using the equality PN = N and the symmetry of Sα(t) on
[α,∞) yields the formula

Q̃(t)−Q(t) = X̃†T (t) [PM + Sα(t)N ]TNX̃†(t)

= X̃†T (t) [MTN +NTSα(t)N ] X̃†(t) (5.10)

for every t ∈ [α,∞). In addition, if P̃ is the projector in (2.5) associated with

the conjoined basis (X̃, Ũ), then by the identities XT X̃†T = P̃ = X̃†X̃ on [α,∞),

NP̃ = N , and MTN = NTM formula (5.10) implies (suppressing the argument t)

X̃T [Q̃−Q] X̃
(5.10)

= X̃T X̃†T [MTN +NTSαN ] X̃†X̃

= P̃ [MTN +NTSαN ] P̃ = MTN +NTSαN (5.11)

on [α,∞). Moreover, from (5.10) and (5.11) it immediately follows that

rank [Q̃(t)−Q(t)] = rank [MTN +NTSα(t)N ],

ind [Q̃(t)−Q(t)] = ind [MTN +NTSα(t)N ]

}
(5.12)

for every t ∈ [α,∞). In particular, since Sα(α) = 0, by evaluating (5.12) at t = α
we obtain the equalities

rank [ Q̃(α)−Q(α)] = rankMTN, ind [ Q̃(α)−Q(α)] = indMTN. (5.13)

Formula (5.7) in Theorem 5.3 yields the following inequalities between two Riccati
quotients associated with two conjoined bases from the genus G.

Corollary 5.5. With the assumptions and notation of Theorem 5.3, the Riccati
quotients Q(t) and Q̃(t) satisfy the formulas

rank [ Q̃(t)−Q(t)] ≡ rankN, ind [ Q̃(t)−Q(t)] ≡ indNM−1 (5.14)

on [α,∞). Moreover, the following statements hold.

(i) The inequality Q̃(t) ≥ Q(t) holds for all t ∈ [α,∞) if and only if NM−1 ≥ 0.

(ii) The inequality Q̃(t) ≤ Q(t) holds for all t ∈ [α,∞) if and only if NM−1 ≤ 0.

(iii) The inequality Q̃(t) > Q(t), resp. Q̃(t) < Q(t), holds on the subspace ImRG(t)
for all t ∈ [α,∞) if and only if the inequality NM−1 > 0, resp. NM−1 < 0,
holds on ImP .
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Proof. From Theorem 4.18 we know that the matrices Q(t) and Q̃(t) are symmet-

ric solutions of (R) on [α,∞). Therefore, the quantities rank [Q̃(t) − Q(t)] and

ind [Q̃(t) − Q(t)] are constant on [α,∞), by Corollary 4.14. According to (2.31)
the matrix M is nonsingular and the matrix MTN is symmetric. Thus, the matrix
MT−1MTNM−1 = NM−1 is symmetric and

rankMTN = rankNM−1 = rankN, indMTN = indNM−1. (5.15)

The formulas in (5.14) now follow from (5.13) and (5.15). Furthermore, assertions
(i) and (ii) are direct consequences of the equalities in (5.14). For the proof of

statement (iii) we note that the matrix Q̃(t)−Q(t) satisfies the inclusion Im [Q̃(t)−
Q(t)] ⊆ ImRG(t) for all t ∈ [α,∞) by Theorem 4.18, while the matrix NM−1

satisfies the inclusion ImNM−1 ⊆ ImP by Proposition 2.10. Moreover, the equality
rankRG(t) ≡ rankP =: r holds on [α,∞), by (2.6) and (5.8). Now if Q̃(t) > Q(t)

on ImRG(t) for every t ∈ [α,∞), then we have that rank [Q̃(t) − Q(t)] = r and

ind [Q̃(t) − Q(t)] = 0 on [α,∞). Consequently, by using (5.14), we obtain the
equalities rankNM−1 = rankN = r and indNM−1 = 0. This means that the
matrix NM−1 satisfies NM−1 > 0 on ImP . Conversely, if the inequality NM−1 >
0 holds on ImP , then rankN = rankNM−1 = r and indNM−1 = 0. Therefore,
rank [Q̃(t) − Q(t)] = r and ind [Q̃(t) − Q(t)] = 0 on t ∈ [α,∞), by (5.14). This

then shows that Q̃(t) > Q(t) on ImRG(t) for all t ∈ [α,∞). Finally, the opposite
inequalities can be proven in a similar way. The proof is complete.

Remark 5.6. As a completion of Corollary 5.5 we note that the matrices Q(t)

and Q̃(t) are equal on the whole interval [α,∞) if and only if N = 0. In this case,

according to (2.30), the conjoined bases (X,U) and (X̃, Ũ) satisfy X̃(t) = X(t)M

and Ũ(t) = U(t)M on [α,∞), and hence on [a,∞) by the uniqueness of solutions
of (H). This result is in full agreement with the last part of Remark 4.23.

6. Implicit Riccati matrix differential equation. In this section we study
solution spaces of the implicit Riccati equations (1.6) and

RG(t) [Q′ +QA(t) +AT (t)Q+QB(t)Q− C(t)]RG(t) = 0 (6.1)

on [α,∞) ⊆ [α∞,∞). These implicit Riccati equations were used in [13, Section 6]
in several criteria characterizing the nonnegativity and positivity of the associated
quadratic functional. The main contributions of this section (Theorem 6.3 and
Corollary 6.4) show that under certain assumption we can transfer the problem of
solving the implicit Riccati equations (6.1) and (1.6) into a problem of solving the
explicit Riccati equation (R).

In the first result we prove that the two implicit Riccati equations (6.1) and (1.6)
are equivalent in terms of their solutions spaces.

Lemma 6.1. Let G be a genus of conjoined bases of (H) and let RG(t) be the
orthogonal projector in (3.11). The sets of solutions of equations (1.6) and (6.1)
coincide, i.e., a matrix Q(t) solves (1.6) on a subinterval [α,∞) ⊆ [α∞,∞) if and
only if Q(t) solves (6.1) on [α,∞).

Proof. Let G and RG(t) be as in the lemma and fix α ∈ [α∞,∞]. Moreover, let Q(t)
be an n× n piecewise continuously differentiable matrix-valued function on [α,∞)
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and define the functions (we omit the argument t)

E1 := RG [Q′ +QA+ATQ+QBQ− C]RG,

E2 := RG [Q′ +QA+ATQ+QBQ− C]RG,

}
(6.2)

on [α,∞). By using (1.3) and (4.3) together with the identity [RG(t)]2 = RG(t) for
every t ∈ [α,∞) we then obtain (suppressing the argument t)

E1
(6.2)
= RG Q

′RG +RG QARG +RGA
TQRG +RG QBQRG −RGCRG

(1.3), (4.3)
= RG Q

′RG +RG QARG +RGATQRG +RG QBQRG −RG CRG
(6.2)
= E2

on [α,∞), which proves directly the statement of the lemma.

Remark 6.2. It is easy to see that for a given orthogonal projector RG(t) in (3.11)
any matrixQ(t), which solves the Riccati equation (R) on some subinterval [α,∞) ⊆
[α∞,∞), satisfies also the implicit Riccati equation (6.1) on [α,∞).

Following the above remark, we now establish the opposite relation between the
solutions of the implicit Riccati equation (6.1) and the Riccati equation (R).

Theorem 6.3. Let G be a genus of conjoined bases of (H) with the orthogonal
projector RG(t) in (3.11). Let Q(t) be a solution of the implicit Riccati equation
(6.1) on [α,∞) ⊆ [α∞,∞). Then the matrix RG(t)Q(t)RG(t) solves (R) on [α,∞).

Proof. Let RG(t) and Q(t) be as in the theorem. With the aid of (4.1), (4.2), (6.1),
and the equalities (suppressing the argument t) RG CRG = C and B = RG BRG on
[α,∞) we get

(RG QRG)′ = RG
′ QRG +RG Q

′RG +RG QRG
′

(4.1), (4.2)
= [RG,AT ]QRG +RG Q

′RG +RG Q [A, RG]

(6.1)
= C − (RG QRG)A−AT (RG QRG)− (RG QRG)B (RG QRG)

on [α,∞). Hence, the matrix RG(t)Q(t)RG(t) solves (R) on [α,∞).

The results in Theorem 6.3 and Lemma 6.1 yield the following.

Corollary 6.4. Let G be a genus of conjoined bases of (H) and let RG(t) be the
corresponding orthogonal projector in (3.11). Moreover, let Q(t) be a symmetric
matrix defined on [α,∞) ⊆ [α∞,∞) such that condition (1.4) holds. Then the
following statements are equivalent.

(i) The matrix Q(t) solves the Riccati equation (R) on [α,∞).
(ii) The matrix Q(t) solves the implicit Riccati equation (6.1) on [α,∞).

(iii) The matrix Q(t) solves the implicit Riccati equation (1.6) on [α,∞).

Proof. The implication (i) ⇒ (ii) follows by Remark 6.2. The equivalence of the
assertions in (ii) and (iii) is a direct consequence of Lemma 6.1. Now assume (ii),
i.e., suppose that the matrix Q(t) is a solution of (6.1) on [α,∞). The result of
Theorem 6.3 and the identities

RG(t)Q(t)RG(t)
(1.4)
= Q(t)RG(t) = QT (t)RG(t) = [RG(t)Q(t)]T

(1.4)
= Q(t)

for t ∈ [α,∞) then imply that Q(t) solves (R) on [α,∞), showing (i).
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7. Distinguished solutions at infinity. In this section we study, for a given
genus G, symmetric solutions of the Riccati equation (R), which correspond to
principal solutions of (H) at infinity belonging to the genus G. This correspondence
is based on the results in Theorems 4.18 and 4.21 and in Remark 4.20. We intro-
duce the notion of a distinguished solution of (R) at infinity (Definition 7.1) and
prove its main properties. In particular, we establish the results about distinguished
solutions of (R) at infinity regarding their relationship to principal solutions at in-
finity (Theorems 7.4 and 7.5) and to the nonoscillation of system (H) at infinity
(Theorem 7.8), their interval of existence (Theorem 7.13), their mutual classifica-
tion within the genus G (Theorem 7.15), and their minimality in a suitable sense
(Theorems 7.16 and 7.18).

It may be surprising that these results comply with the known theory of dis-
tinguished solutions of the Riccati equation (R) for a controllable system (H) only
partially. In many aspects the presented theory for general uncontrollable system
(H) is substantially different. This is related to the nature of the problem, since
for each genus G of conjoined bases of (H) there is a different Riccati equation (R),
but even within one genus G there may be many distinguished solutions of (R) at
infinity. We discuss these issues in Remark 7.25 at the end of this section. We
note that the true uniqueness and minimality of the distinguished solution of (R)
at infinity is satisfied only in the minimal genus Gmin (see Theorem 7.23).

The following definition extends the notion of a distinguished solution (also called
a principal solution) of (R) at infinity for a controllable system (H) in [7, pg. 53].

Definition 7.1. Let G be a genus of conjoined bases of (H) with the orthogonal

projector RG(t) in (3.11). A symmetric solution Q̂(t) of the Riccati equation (R)

is said to be a distinguished solution at infinity if the matrix Q̂(t) is defined on

an interval [α,∞) ⊆ [α∞,∞) and its corresponding matrix F̂α(t) in (4.18) satisfies

F̂ †α(t)→ 0 as t→∞.

The notion in Definition 7.1 also extends the distinguished solution of (R) intro-
duced by W. T. Reid in [21, Section IV] and [23, Section 2.7], which in our context
corresponds to the maximal genus G = Gmax (for which RG(t) ≡ I).

Remark 7.2. When it is clear from the context, we will often drop the term “at
infinity” in the terminology in Definition 7.1. We also remark that a distinguished
solution of the Riccati equation (R) associated with the genus G is also defined by

the property D̂α = 0 with the matrix D̂α in (4.19) corresponding to F̂α(t).

In the next auxiliary statement we show that the property of being a distinguished
solution of (R) is invariant under the multiplication by the orthogonal projector
RG(t). This property will be utilized in the proofs of the subsequent main results.

Lemma 7.3. Let G be a genus of conjoined bases of (H) with the matrix RG(t)
in (3.11). Let Q(t) be a symmetric solution of the Riccati equation (R) on the
interval [α,∞) ⊆ [α∞,∞). Then Q(t) is a distinguished solution of (R) at infinity
with respect to [α,∞) if and only if the matrix RG(t)Q(t)RG(t) is a distinguished
solution of (R) at infinity with respect to [α,∞).

Proof. From Theorem 4.3 we know that the matrix RG(t)Q(t)RG(t) solves (R) on
[α,∞). And since by Remark 4.11(ii) the matrices Q(t) and RG(t)Q(t)RG(t) have
the same F -matrices in (4.18) with respect to the interval [α,∞), the statement
follows directly from Definition 7.1.
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The following two results show that in the context of Theorems 4.18 and 4.21
the distinguished solutions of (R) correspond to the principal solutions of (H) at
infinity from the genus G.

Theorem 7.4. Let G be a genus of conjoined bases of (H) and RG(t) be the projector

in (3.11). Moreover, let Q̂(t) be a distinguished solution of (R) at infinity with

respect to the interval [α,∞) ⊆ [α∞,∞). Then every conjoined basis (X̂, Û) of (H),

which is associated with Q̂(t) on [α,∞) via Theorem 4.21, is a principal solution of
(H) at infinity with respect to [α,∞) belonging to the genus G.

Proof. Let RG(t) and Q̂(t) be as in the theorem. According to Remark 7.2 the ma-

trix D̂α in (4.19) corresponding to Q̂(t) satisfies D̂α = 0. Let (X̂, Û) be a conjoined

basis of (H), which is associated with the matrix Q̂(t) on [α,∞) via Theorem 4.21.

Then (X̂, Û) belongs to the genus G such that (X̂, Û) has constant kernel on [α,∞).

Moreover, if T̂α is the T -matrix in (2.13) associated with (X̂, Û) through the ma-

trix Ŝα in (2.11), then we have rank T̂α = rank D̂α = 0, by Remark 5.2(ii). Hence,

T̂α = 0 and (X̂, Û) is a principal solution at infinity.

Theorem 7.5. Let (X̂, Û) be a principal solution of (H) at infinity with respect to

the interval [α,∞), which belongs to a genus G. Moreover, let Q̂(t) be the Riccati

quotient in (2.7) associated with (X̂, Û) on [α,∞). Then Q̂(t) is a distinguished
solution of the Riccati equation (R) at infinity with respect to [α,∞).

Proof. By using Proposition 3.2(i) we have the equality d[α,∞) = d∞, which means

that [α,∞) ⊆ [α∞,∞), by (2.19). Moreover, the matrix T̂α in (2.13) associated

with (X̂, Û) satisfies T̂α = 0. From Theorem 4.18 it follows that the matrix Q̂(t)

is a symmetric solution of the Riccati equation (R) on [α,∞). Finally, if D̂α is

the matrix in (4.19), which corresponds to Q̂ through its F -matrix F̂α(t) in (4.18),

then rank D̂α = rank T̂α = 0, by Remark 5.2(ii). Thus, D̂α = 0 and Q̂(t) is
a distinguished solution at infinity, by Remark 7.2.

Remark 7.6. We note that according to Theorem 4.18 the distinguished solu-
tion Q̂(t) at infinity in Theorem 7.5 satisfies the additional property (1.4), i.e.,

the inclusion Im Q̂(t) ⊆ RG(t) for all t ∈ [α,∞). In particular, the latter rela-

tion together with the symmetry of the matrix Q̂(t) on [α,∞) yields the identity

Q̂(t) = RG(t) Q̂(t)RG(t) for every t ∈ [α,∞). Moreover, from Lemma 7.3 it fol-
lows that every symmetric solution Q(t) of (R) on [α,∞), for which the matrix

RG(t)Q(t)RG(t) is the Riccati quotient in (2.7) associated with (X̂, Û), is also
a distinguished solution at infinity with respect to [α,∞). In general, however,
such a matrix Q(t) does not need to satisfy the inclusion in (1.4).

From Theorems 7.4 and 7.5 it follows that the property of the existence of a prin-
cipal solution of (H) at infinity in the genus G, as stated in [29, Theorem 7.12],
transfers naturally to the existence of a distinguished solution at infinity of the
associated Riccati equation (R).

Corollary 7.7. Let G be a genus of conjoined bases of (H) with the orthogonal
projector RG(t) in (3.11). Then there exists a principal solution of (H) at infinity
belonging to the genus G if and only if there exists a distinguished solution of the
Riccati equation (R) at infinity. In this case, the set of all Riccati quotients in

(2.7), which correspond to the principal solutions (X̂, Û) of (H) at infinity from the



1718 PETER ŠEPITKA

genus G, coincides with the set of all matrices RG Q̂RG, where Q̂ is a distinguished
solution of (R) at infinity.

Proof. The statement follows directly from Theorems 7.4 and 7.5 and from Re-
mark 7.6.

In the following result we characterize the nonoscillation of system (H) in terms
of the existence of a distinguished solution of the Riccati equation (R) in a given
(or every) genus G. This corresponds to [29, Theorems 7.6 and 7.12] regarding the
principal solutions of (H) at infinity.

Theorem 7.8. Assume (1.1). Then the following statements are equivalent.

(i) System (H) is nonoscillatory.
(ii) There exists a distinguished solution of equation (R) for some genus G.

(iii) There exists a distinguished solution of equation (R) for every genus G.

The proof of Theorem 7.8 is displayed below after the following two remarks.

Remark 7.9. The result in Theorem 7.8 justifies the development of the theory of
genera of conjoined bases for possibly oscillatory system (H). Of course, assuming
that system (H) is nonoscillatory, then it is sufficient to use the theory of genera
of conjoined bases from [29, Section 6] and [31, Section 4] for the construction of
distinguished solutions of the Riccati equation (R) for a genus G. It is the converse to
this implication, which requires a more general approach, since in this case we need
to define the coefficients of equation (R) without the assumption of nonoscillation
of system (H). This natural requirement was the initial motivation for the study
presented in [27].

Remark 7.10. We note that the result in Theorem 7.8 remains valid also with the
additional condition (1.4) for solutions Q(t) of (R) in parts (ii) and (iii). More pre-
cisely, system (H) is nonoscillatory if and only if there exists a distinguished solution
of (R) at infinity for some (and hence for every) genus G, which satisfies condition
(1.4) for all sufficiently large t ∈ [α∞,∞). This observation follows directly from
Lemma 7.3 and Theorem 7.8.

Proof of Theorem 7.8. If (H) is nonoscillatory, then by Remark 3.13 for any genus G
of conjoined bases of (H) there exists a principal solution of (H) at infinity belonging
to G. In turn, there exists a distinguished solution of the Riccati equation (R) at
infinity for every genus G, by Corollary 7.7. Moreover, assertion (iii) implies (ii)
trivially. Finally, by using Corollary 7.7 once more, assertion (ii), that is, the
existence of a distinguished solution of (R) at infinity for some genus G, means that
there exists a principal solution of (H) at infinity, which belongs to G. Since every
principal solution is a nonoscillatory conjoined basis, system (H) is nonoscillatory,
by Proposition 2.1. This shows the validity of (i) and completes the proof.

The next two results deal with the interval of existence of distinguished solutions
of (R). In particular, we determine the maximal interval of existence for each
particular distinguished solution of (R). Moreover, we show that this maximal
interval is the same for all distinguished solutions of (R) as well as for all genera G.

Theorem 7.11. Assume (1.1) and let G be a genus of conjoined bases of (H)

with the matrix RG(t) in (3.11). Moreover, let Q̂(t) be a distinguished solution of
the Riccati equation (R) at infinity with respect to the interval [α,∞) ⊆ [α∞,∞).
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Then the matrix Q̂(t) is a distinguished solution of (R) at infinity also with respect
to the interval [β,∞) for every β ≥ α.

Proof. Let (X̂, Û) be a conjoined basis of (H) corresponding to Q̂(t) on [α,∞) via

Theorem 4.21. In particular, the matrix RG(t) Q̂(t)RG(t) is the Riccati quotient

in (2.7) associated with (X̂, Û) on [α,∞). Moreover, from Theorem 7.4 we know

that (X̂, Û) is a principal solution of (H) at infinity with respect to [α,∞), which

belongs to the genus G. Fix now β ≥ α. Then (X̂, Û) is a principal solution of (H)
at infinity with respect to [β,∞), by Proposition 3.2(i). Consequently, the matrix

RG(t) Q̂(t)RG(t) is a distinguished solution of (R) at infinity with respect to [β,∞),

by Theorem 7.5. Finally, by using Lemma 7.3 we conclude that also the matrix Q̂(t)
is a distinguished solution of (R) at infinity with respect to the interval [β,∞).

Remark 7.12. For a given distinguished solution Q̂(t) of the Riccati equation (R)
at infinity we define the point αQ̂ ∈ [α∞,∞) by

αQ̂ := inf
{
α ∈ [a,∞), Q̂(t) is a distinguished solution

of (R) with respect to [α,∞)
}
.

(7.1)

The result in Theorem 7.11 then implies that Q̂(t) is a distinguished solution of
(R) with respect to [α,∞) for every α ∈ (αQ̂,∞). In fact, the set (αQ̂,∞) is the

maximal open interval on which the matrix Q̂(t) exists as a solution of (R). Indeed,

if the matrix Q̂(t) solves the equation (R) on the interval [α,∞) ⊆ [α∞,∞), then
according to Remark 5.2(ii) the corresponding matrix Dα in (4.19) satisfies Dα = 0,

because d[α,∞) = d∞, by (2.19). Thus, Q̂(t) is a distinguished solution of (R) with
respect to the interval [α,∞), by Remark 7.2.

Theorem 7.13. Assume that (1.1) holds and system (H) is nonoscillatory with
α̂min defined in (3.1). Let G be a genus of conjoined bases of (H) and let RG(t) be its

corresponding orthogonal projector in (3.11). Moreover, let Q̂(t) be a distinguished
solution of the Riccati equation (R) at infinity with αQ̂ defined in (7.1). Then the
equality αQ̂ = α̂min holds.

Proof. Let α ∈ [α∞,∞) be such that the matrix Q̂(t) is a distinguished solution

of (R) with respect to the interval [α,∞). Let (X̂, Û) be a conjoined basis of (H)

at infinity with respect to [α,∞), which is associated with Q̂(t) via Theorem 4.21.

Then (X̂, Û) is a principal solution of (H) at infinity with respect to the interval

[α,∞), by Theorem 7.4. Moreover, from Theorem 3.4 we know that (X̂, Û) is
a principal solution with respect to the maximal open interval (α̂min,∞). Thus, we
have the inequality α̂min ≤ α. And since α ∈ [α∞,∞) was chosen arbitrarily with

regard to Q̂(t), we obtain that αQ̂ ≤ α̂min, by (7.1). Now we show that the last
inequality is implemented as the equality. Suppose that αQ̂ < α̂min. According to

(7.1) there exists β ∈ (αQ̂, α̂min) such that Q̂(t) is a distinguished solution of (R)

at infinity with respect to the interval [β,∞). In turn, the conjoined basis (X,U)

in Theorem 4.21 applied to Q(t) := Q̂(t) on [β,∞) is a principal solution of (H)
at infinity with respect to [β,∞), by Theorem 7.4. Applying formula (3.3) and

Theorem 3.4 with (X̂, Û) := (X,U) then yields the inequality β ≥ α̂min, which is
a contradiction. Therefore, αQ̂ = α̂min holds and the proof is complete.
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Remark 7.14. Given a genus G of conjoined bases of (H) with the matrix RG(t)

in (3.11), from Theorem 7.13 it follows that any distinguished solution Q̂(t) of (R)
is defined on the maximal interval (α̂min,∞) and the corresponding matrix Fα(t)

in (4.18) satisfies F̂ †α(t)→ 0 as t→∞ for every α > α̂min.

In the following result we present a mutual classification of all distinguished
solutions of the Riccati equation (R). This classification is formulated in terms of
the initial values of the involved distinguished solutions at some point α from the
maximal interval (α̂min,∞).

Theorem 7.15. Assume that (1.1) holds and system (H) is nonoscillatory with
α̂min and RΛ∞(t) defined in (3.1) and (3.7), respectively. Let G be a genus of

conjoined bases of (H) and let RG(t) be the matrix in (3.11). Moreover, let Q̂(t) be
a distinguished solution of the Riccati equation (R) at infinity. Then a symmetric
solution Q(t) of (R) defined on a neighborhood of some point α ∈ (α̂min,∞) is
a distinguished solution at infinity if and only if

RΛ∞(α)Q(α)RΛ∞(α) = RΛ∞(α) Q̂(α)RΛ∞(α). (7.2)

Proof. Fix α ∈ (α̂min,∞) and let Q̂(t) be as in the theorem. From Definition 7.1

and Remark 7.14 we know that Q̂(t) is a distinguished solution of (R) at infinity

with respect to the interval [α,∞). Moreover, let (X̂, Û) be a conjoined basis of (H),

which corresponds to Q̂(t) on [α,∞) via Theorem 4.21. Then (X̂, Û) is a principal
solution of (H) at infinity with respect to [α,∞) belonging to the genus G, by

Theorem 7.4. Let Ŝα(t) be the S-matrix in (2.11) associated with (X̂, Û). Suppose
that Q(t) is a distinguished solution of (R) at infinity. Thus, Q(t) is a distinguished
solution of (R) with respect to [α,∞) and the corresponding conjoined basis (X,U)
of (H) in Theorem 4.21 is a principal solution with respect to [α,∞), which belongs
to the genus G. From Proposition 3.14 it then follows that there exist matrices
M̂, N̂ ∈ Rn×n such that

X(α) = X̂(α) M̂, U(α) = Û(α) M̂ + X̂†T (α) N̂ , (7.3)

M̂ is nonsingular, M̂T N̂ = N̂T M̂, Im N̂ ⊆ Im P̂ , PŜ∞ N̂M̂−1PŜ∞ = 0, (7.4)

where P̂ and PŜ∞ are the matrices in (2.5), (2.12), and (3.2) associated with the

functions X̂(t) and Ŝα on (α̂min,∞), respectively. In particular, the matrices M̂ and

N̂ in (7.3) – (7.4) represent the conjoined basis (X,U) in terms of (X̂, Û) on [α,∞)
in Proposition 2.10 and Remark 2.11. Moreover, the matrices RG(t)Q(t)RG(t) and

RG(t) Q̂(t)RG(t) are the Riccati quotients in (2.7) associated with (X,U) and (X̂, Û)
on [α,∞), by Theorem 4.21(ii). Consequently, according to (5.7) in Theorem 5.3

with (X,U) := (X̂, Û), (X̃, Ũ) := (X,U), Q := RG Q̂RG, Q̃ := RG QRG, Sα := Ŝα,

M := M̂ , N := N̂ , and by using (2.36) and Ŝα(α) = 0 we obtain the identity

RG(α)Q(α)RG(α) = RG(α) Q̂(α)RG(α) + X̂†T (α) N̂M̂−1X̂†(α). (7.5)

In order to simplify the notation we set

Z := RΛ∞(α)Q(α)RΛ∞(α), Ẑ := RΛ∞(α) Q̂(α)RΛ∞(α). (7.6)
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Since we have RΛ∞(α)RG(α) = RΛ∞(α) = RG(α)RΛ∞(α) and X̂†(α)RΛ∞(α) =

PŜ∞ X̂†(α)RΛ∞(α) by (3.10), formula (7.5) and the last condition in (7.4) imply

Z
(7.6)
= RΛ∞(α)Q(α)RΛ∞(α) = RΛ∞(α)RG(α)Q(α)RG(α)RΛ∞(α)

(7.5)
= RΛ∞(α)

[
RG(α) Q̂(α)RG(α) + X̂†T (α) N̂M̂−1X̂†(α)

]
RΛ∞(α)

= RΛ∞(α) Q̂(α)RΛ∞(α) +RΛ∞(α) X̂†T (α) N̂M̂−1X̂†(α)RΛ∞(α)

(7.6)
= Ẑ +RΛ∞(α) X̂†T (α)PŜ∞ N̂M̂−1PŜ∞ X̂†(α)RΛ∞(α) = Ẑ.

Thus, with respect to (7.6) the matrix Q(α) satisfies equality (7.2). Conversely,
assume that Q(t) is a symmetric solution of (R) defined on a neighborhood of
α such that the condition in (7.2) holds. We will use the notation in (7.6). Let

F̂α(t) be the F -matrix corresponding to Q̂(t) in (4.18) and set Ĝ := Q(α)− Q̂(α).

Then we have RΛ∞(α) ĜRΛ∞(α) = 0, by (7.2). Next we will show that the matrix

I + F̂α(t) Ĝ is nonsingular on [α,∞). Fix t ∈ [α,∞) and let v ∈ Rn be such

that [I + F̂α(t) Ĝ] v = 0, that is, v = −F̂α(t) Ĝv. The last equality together with

(5.1) imply that v ∈ Im F̂α(t) ⊆ ImRΛ∞(α). Hence, v = RΛ∞(α) v and since

F̂α(t) = RΛ∞(α) F̂α(t) = F̂α(t)RΛ∞(α) by the symmetry of F̂α(t) and RΛ∞(α), we

get v = −F̂α(t) Ĝv = −F̂α(t)RΛ∞(α) ĜRΛ∞(α) v = 0. Therefore, the matrix I +

F̂α(t) Ĝ is nonsingular for every t ∈ [α,∞). Consequently, according to Remark 4.13

with Q := Q̂, Q̃ := Q, and G := Ĝ, we conclude that the symmetric matrix
Q(t) solve equation (R) on the whole interval [α,∞). Let (X,U) be a conjoined
basis of (H) associated with Q(t) on [α,∞) via Theorem 4.21. Then (X,U) has
constant kernel on [α,∞) and belongs to the genus G. Therefore, the identities

ImX(t) = ImRG(t) = Im X̂(t) hold for all t ∈ [α,∞), by Remark 3.13. Hence, from

Proposition 2.10 and Remark 2.11(i) with (X,U) := (X̂, Û) and (X̃, Ũ) := (X,U)

it then follows that there exists matrices M̂, N̂ ∈ Rn×n such that the formulas in
(7.3) and the first three conditions in (7.4) hold. Similarly as in the first part of the
proof, the matrix RG(t)Q(t)RG(t) is the Riccati quotient in (2.7) associated with
(X,U) on [α,∞) and the equality in (7.5) holds. Moreover, multiplying (7.5) by
the matrix RΛ∞(α) from the both sides and using the identities RΛ∞(α)RG(α) =
RΛ∞(α) = RG(α)RΛ∞(α) yield

Z = Ẑ +RΛ∞(α) X̂†T (α) N̂M̂−1X̂†(α)RΛ∞(α). (7.7)

In turn, by using (7.6) and (7.2) we have Z = Ẑ and hence formula (7.7) becomes

RΛ∞(α) X̂†T (α) N̂M̂−1X̂†(α)RΛ∞(α) = 0. (7.8)

From Remark 3.7 it follows that Im X̂†(α)RΛ∞(α) = ImPŜ∞, which means that

we have X̂†(α)RΛ∞(α)K = PŜ∞ for some invertible matrix K. By using (7.8) we
then obtain that

PŜ∞ N̂M̂−1PŜ∞ = KTRΛ∞(α) X̂†T (α) N̂M̂−1X̂†(α)RΛ∞(α)K
(7.8)
= 0,

which is the last condition in (7.4). Thus, according to Proposition 3.14 the con-
joined basis (X,U) is a principal solution of (H) at infinity with respect to [α,∞).
Finally, with the aid of Remark 7.6 the matrix Q(t) is then a distinguished solution
of (R) at infinity with respect to [α,∞). The proof is complete.

In the next three results we study the minimality of distinguished solutions of
(R). This minimality property needs to be understood in the following sense. For



1722 PETER ŠEPITKA

every symmetric solution Q(t) of (R) there exists a distinguished solution of (R),
which exists on the same interval and is at the same time smaller than Q(t) on
this interval (Theorems 7.16 and 7.18). On the other hand, any symmetric solution
of (H), which is smaller than a distinguished solution of (H) on some interval, is
a distinguished solution itself with respect to this interval (Theorem 7.20). However,
in general there is no universal “smallest” distinguished solution of the Riccati
equation (R), see Remark 7.21. We also note that in the first result we consider the
case when the solutions satisfy condition (1.4), while in the second and third result
this assumption is removed.

Theorem 7.16. Assume (1.1). Let G be a genus of conjoined bases of (H) with
the matrix RG(t) in (3.11) and let Q(t) be a symmetric solution of the Riccati
equation (R) on [α,∞) ⊆ [α∞,∞) such that inclusion (1.4) holds. Then there exists

a distinguished solution Q̂(t) of (R) at infinity with respect to [α,∞) satisfying (1.4)

such that Q(t) ≥ Q̂(t) for every t ∈ [α,∞).

Proof. Let Q(t) be as in the theorem and let (X,U) be its associated conjoined
basis of (H) in Theorem 4.21 or Remark 4.23. Then (X,U) has constant kernel
on [α,∞) and belongs to the genus G. Moreover, through (1.4) the matrix Q(t) =
RG(t)Q(t)RG(t) is the Riccati quotient in (2.7) corresponding to (X,U) on [α,∞).
Let Tα be the T -matrix in (2.13) associated with (X,U) on [α,∞) and consider

the solution (X̂, Û) of (H) in (3.4). From Theorem 3.5 and Remark 3.6 we know

that (X̂, Û) is a principal solution of (H) at infinity belonging to the genus G.

Let Q̂(t) be its corresponding Riccati quotient in (2.7) on [α,∞). According to

Theorem 7.5 and Remark 7.6 the matrix Q̂(t) is a distinguished solution of (R)
at infinity with respect to [α,∞) satisfying condition (1.4). Moreover, since the
matrix Tα is nonnegative definite, by Remark 2.5, with the aid of Corollary 5.5(ii)

with Q̃ := Q̂, N := −Tα, and M := I we then have that Q(α) ≥ Q̂(α). Finally,

this inequality implies through Corollary 4.15 that Q(t) ≥ Q̂(t) for all t ∈ [α,∞),
which completes the proof.

Remark 7.17. (i) By applying (5.7) in Theorem 5.3 we obtain an exact relation

between the Riccati quotients Q(t) and Q̂(t) on [α,∞). Namely, the formula

Q̂(t) = Q(t)−X†T (t)Tα [P − Sα(t)Tα]†X†(t) (7.9)

holds for every t ∈ [α,∞). In particular, for t = α the equality in (7.9) becomes

Q̂(α) = Q(α)−X†T (α)TαX
†(α). (7.10)

(ii) According to Remark 7.14, the point α ∈ [α∞,∞) in Theorem 7.16 satisfies
α > α̂min. Moreover, from Theorems 4.3 and 7.16 it follows that the last inequality
holds even when condition (1.4) regarding the matrix Q(t) is dropped. Hence, we
conclude that for any genus G the open interval (α̂min,∞) is the maximal set such
that there exists a symmetric solution of the Riccati equation (R) on (α̂min,∞).

Theorem 7.18. Assume (1.1). Let G be a genus of conjoined bases of (H) with the
orthogonal projector RG(t) in (3.11). Let Q(t) be a symmetric solution of the Riccati

equation (R) on [α,∞) ⊆ [α∞,∞). Then there exists a distinguished solution Q̂(t)

of (R) with respect to [α,∞) such that Q(t) ≥ Q̂(t) holds for every t ∈ [α,∞).

Proof. We proceed similarly as in the proof of Theorem 7.16. Let (X,U) be a con-
joined basis of (H) from the genus G, which corresponds to Q(t) on [α,∞) through
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Theorem 4.21. In particular, (X,U) has constant kernel on [α,∞) and the sym-
metric matrix Q∗(t) := RG(t)Q(t)RG(t) is the associated Riccati quotient in (2.7)
for every t ∈ [α,∞). Moreover, according to formula (7.10) in Remark 7.17 with

Q∗ := Q the solution Q̂∗(t) of (R) satisfying the condition

Q̂∗(α) = Q∗(α)−X†T (α)TαX
†(α) = RG(α)Q(α)RG(α)−X†T (α)TαX

†(α) (7.11)

is a distinguished solution of (R) at infinity with respect to [α,∞). Here Tα is the
T -matrix in (2.13) associated with (X,U). Furthermore, let Dα be the matrix in
(4.19), which corresponds to Q(t) through the F -matrix Fα(t) in (4.18) on [α,∞),

and consider the symmetric solution Q̂(t) of (R) given by initial condition Q̂(α) :=

Q(α) − Dα. We will show that Q̂(t) is a distinguished solution of (R) at infinity
with respect to [α,∞). Let RΛ∞(t) be the orthogonal projector defined in (3.7).
Similarly, as in the proof of Theorem 7.15 we will use the notation

Ẑ := RΛ∞(α) Q̂(α)RΛ∞(α), Ẑ∗ := RΛ∞(α) Q̂∗(α)RΛ∞(α). (7.12)

With the aid of (3.11) and Remark 5.2(ii) together with the symmetry of the ma-
trices RΛ∞(t), RG(t), and Dα we have the identities RΛ∞(α)RG(α) = RΛ∞(α) =
RG(α)RΛ∞(α) and RΛ∞(α)Dα = Dα = DαRΛ∞(α). By combining these proper-
ties with (7.11) and the second equality in (5.6) we obtain that

Ẑ
(7.12)

= RΛ∞(α) Q̂(α)RΛ∞(α) = RΛ∞(α) [Q(α)−Dα]RΛ∞(α)

= RΛ∞(α)RG(α)Q(α)RG(α)RΛ∞(α)−Dα

(7.11)
= RΛ∞(α) [ Q̂∗(α) +X†T (α)TαX

†(α) ]RΛ∞(α)−Dα

(7.12)
= Ẑ∗ +RΛ∞(α)X†T (α)TαX

†(α)RΛ∞(α)−Dα
(5.6)
= Ẑ∗. (7.13)

Finally, since the point α > α̂min by Remark 7.17(ii), from (7.12), the equa-

tion in (7.13), and Theorem 7.15 it follows immediately that the solution Q̂(t)
is a distinguished solution of (R) at infinity with respect to [α,∞). In partic-

ular, the matrix Q̂(t) solves equation (R) on the whole interval [α,∞). And

since Q(α) − Q̂(α) = Dα ≥ 0, we conclude by Corollary 4.14 that the inequal-

ity Q(t) ≥ Q̂(t) holds for every t ∈ [α,∞), which completes the proof.

Remark 7.19. We note that the converse to Theorem 7.18 also holds. More pre-
cisely, if Q̂(t) is a distinguished solution of (R) at infinity with respect to the inter-
val [α,∞), then every symmetric solution Q(t) of (R), which satisfies the condition

Q(α) ≥ Q̂(α), exists on the whole interval [α,∞) and the inequality Q(t) ≥ Q̂(t)
holds on [α,∞). This observation is a direct application of Corollary 4.15 with the

choice Q := Q̂ and Q̃ := Q.

Theorem 7.20. Assume (1.1) and let G be a genus of conjoined bases of (H)

with the matrix RG(t) in (3.11). Let Q̃(t) be a distinguished solution of the Riccati
equation (R) with respect to the interval [α,∞) ⊆ [α∞,∞). Moreover, let Q(t) be

a symmetric solution of (R) on [α,∞) satisfying the initial condition Q̃(α) ≥ Q(α).
Then Q(t) is a distinguished solution of (R) at infinity with respect to [α,∞) and

the inequality Q̃(t) ≥ Q(t) holds for all t ∈ [α,∞).

Proof. Let Q̃(t) and Q(t) be as in the theorem. By using Corollary 4.14 we obtain

the inequality Q̃(t) ≥ Q(t) on [α,∞). On the other hand, according to Theorem 7.18

there exists a distinguished solution Q̂(t) of (R) at infinity such that Q(t) ≥ Q̂(t)
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for every t ∈ [α,∞). Hence, for t = α we have the relations Q̃(α) ≥ Q(α) ≥ Q̂(α).
Consequently, by multiplying the last inequalities by the matrix RΛ∞(α) defined in
(3.7) from the both sides we obtain that

RΛ∞(α) Q̃(α)RΛ∞(α) ≥ RΛ∞(α)Q(α)RΛ∞(α) ≥ RΛ∞(α) Q̂(α)RΛ∞(α). (7.14)

But Theorem 7.15 and the fact that both the solutions Q̃(t) and Q̂(t) are distin-

guished with respect to [α,∞) yield RΛ∞(α) Q̃(α)RΛ∞(α) = RΛ∞(α) Q̂(α)RΛ∞(α).
Therefore, the inequalities in (7.14) are implemented as the equalities. In turn,
applying Theorem 7.15 once more then implies that Q(t) is a distinguished solution
of (R) at infinity with respect to [α,∞) as well. The proof is complete.

Remark 7.21. Given a genus G of conjoined bases of (H) with the matrix RG(t)

defined in (3.11), let Q̂(t) be a distinguished solution of (R) at infinity with respect

to the interval [α,∞) ⊆ [α∞,∞). Then there exist distinguished solutions Q̂∗(t)
and Q̂∗∗(t) of (R) satisfying

Q̂∗(t) ≤ Q̂(t) ≤ Q̂∗∗(t), t ∈ [α,∞). (7.15)

The solutions Q̂∗(t) and Q̂∗∗(t) are given, for example, by the initial conditions

Q̂∗(α) = Q̂(α)− I +RΛ∞(α) and Q̂∗∗(α) = Q̂(α) + I −RΛ∞(α), (7.16)

where RΛ∞(t) is the orthogonal projector defined in (3.7). Indeed, by using (7.16)
and the basic properties of orthogonal projectors from Section 2 and by utilizing
the notation in (7.6) we get

RΛ∞(α) Q̂∗(α)RΛ∞(α)
(7.16)

= RΛ∞(α) [ Q̂(α)− I +RΛ∞(α) ]RΛ∞(α)
(7.6)
= Ẑ,

RΛ∞(α) Q̂∗∗(α)RΛ∞(α)
(7.16)

= RΛ∞(α) [ Q̂(α) + I −RΛ∞(α) ]RΛ∞(α)
(7.6)
= Ẑ.

From Theorem 7.13 we know that α > α̂min. Hence, by applying Theorem 7.15
we obtain immediately that Q̂∗(t) and Q̂∗∗(t) are distinguished solutions of (R) at

infinity with respect to [α,∞). In addition, since Q̂(α) − Q̂∗(α) = I − RΛ∞(α) =

Q̂∗∗(α) − Q̂(α) by (7.16) and I − RΛ∞(α) ≥ 0, we have the inequalities Q̂∗(α) ≤
Q̂(α) ≤ Q̂∗∗(α). In turn, according to Corollary 4.14 the inequalities in (7.15) hold.
This observation shows that for the case of a general (not necessarily controllable)
system (H) the partially ordered set of all distinguished solutions of (R) has neither
a minimal element nor a maximal element.

The considerations in Theorems 7.15 and 7.16 show that for the minimal genus
Gmin, i.e., for RG(t) = RΛ∞(t), there exists a uniquely determined distinguished
solution of the Riccati equation (R) with

A(t) := A(t)RΛ∞(t)−AT (t) [I −RΛ∞(t)],

B(t) := B(t), C(t) := RΛ∞(t)C(t)RΛ∞(t),

}
(7.17)

which represents the smallest element in the set of all symmetric solutions Q(t) of
equation (R) satisfying (1.4).

Definition 7.22. Let Gmin be the minimal genus of conjoined bases of system (H)

with the minimal orthogonal projector RΛ∞(t) in (3.7). A symmetric solution Q̂(t)
of the Riccati equation (R) with the coefficients in (7.17) is said to be a mini-

mal distinguished solution at infinity if the matrix Q̂(t) is defined on some interval
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[α,∞) ⊆ [α∞,∞) such that

Im Q̂(t) ⊆ ImRΛ∞(t), t ∈ [α,∞), (7.18)

and its corresponding matrix F̂α(t) in (4.18) satisfies F̂ †α(t)→ 0 as t→∞.

The following result shows the existence and uniqueness of the minimal distin-
guished solution of the Riccati equation (R) for the minimal genus Gmin, as well as
its minimality property.

Theorem 7.23. Assume (1.1). Then system (H) is nonoscillatory if and only if

there exists a minimal distinguished solution Q̂(t) of the Riccati equation (R) with

the coefficients in (7.17). In this case, the minimal distinguished solution Q̂(t) is
determined uniquely and any symmetric solution Q(t) of (R) on [α,∞) ⊆ [α∞,∞)

with (7.18) satisfies Q(t) ≥ Q̂(t) on [α,∞).

Proof. The first part of the theorem coincides with the statement of Remark 7.10 for
the genus G = Gmin and for the corresponding orthogonal projector RG(t) in (3.11)
equal to the minimal orthogonal projector RΛ∞(t) defined in (3.7). The unique-

ness of the distinguished solution Q̂(t) follows from Theorem 7.15 with G := Gmin.

More precisely, let Q̂(t) and Q̂∗(t) be two distinguished solutions of equation (R)
for the minimal genus Gmin, which satisfy condition (1.4) (with RG(t) = RΛ∞(t))
on [α,∞) for some α ≥ α∞. From Theorem 7.13 it follows that both matrices

Q̂(t) and Q̂∗(t) solve (R) on the maximal open interval (α̂min,∞) and hence, the
point α ∈ (α̂min,∞). According to Corollary 4.5 we then obtain the inclusions

Im Q̂(t) ⊆ ImRΛ∞(t) and Im Q̂∗(t) ⊆ ImRΛ∞(t) for every t ∈ (α̂min,∞). Conse-

quently, combining these facts with the symmetry of Q̂(t) and Q̂∗(t) yields

RΛ∞(t) Q̂(t)RΛ∞(t) = Q̂(t), RΛ∞(t) Q̂∗(t)RΛ∞(t) = Q̂∗(t) (7.19)

for all t ∈ (α̂min,∞). Finally, by using formula (7.2) in Theorem 7.15 with G := Gmin

and Q := Q̂∗ together with (7.19) we obtain on (α̂min,∞) that

Q̂(t)
(7.19)

= RΛ∞(t) Q̂(t)RΛ∞(t)
(7.2)
= RΛ∞(t) Q̂∗(t)RΛ∞(t)

(7.19)
= Q̂∗(t).

Thus, the distinguished solutions Q̂(t) and Q̂∗(t) coincide. Finally, the minimality
property of the minimal distinguished solution of (R) at infinity follows from The-
orem 7.16. Namely, by using the latter reference for any symmetric solution Q(t)

of (R) on [α,∞) ⊆ [α∞,∞) with (7.18) there exists a distinguished solution Q̂(t)

of (R) at infinity with respect to [α,∞) satisfying (7.18) such that Q(t) ≥ Q̂(t) for

every t ∈ [α,∞). In fact, the matrix Q̂(t) is the minimal distinguished solution of
(R) at infinity, by Definition 7.22. The proof is complete.

Remark 7.24. The minimal distinguished solution of (R) at infinity in Theo-

rem 7.23 will be denoted by Q̂min. The minimal distinguished solution Q̂min plays
for the theory of the Riccati differential equations (R) or (R) a similar role as the

minimal principal solution (X̂min, Ûmin) of system (H) at infinity for the theory of
principal solutions at infinity.

Remark 7.25. When system (H) is completely controllable, the main results of
this section give the classical statements about the distinguished solutions at infinity
of the Riccati equation (R). More precisely, the following holds.
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• The results in Corollary 7.7 and Theorem 7.15 yield the correspondence be-
tween the unique principal solution of (H) at infinity and the unique distin-
guished solution of (R) at infinity, see [7, pg. 53] or [23, pp. 45–46].

• The result in Theorem 7.8 provides a characterization of the nonoscillation
of system (H) in terms of the existence of the unique distinguished solution
of (R) at infinity, see the necessary condition in [22, Theorem VII.3.3]. Note
that the nonoscillation of (H) is defined in [22, Section VII.3] in terms of
disconjugacy of (H), i.e., in terms of the nonexistence of mutually conjugate
points, which is a stronger concept than the nonoscillation of (H) as we define
in Section 2. We note also that the sufficiency part of Theorem 7.8 is new
also in the completely controllable case.

• The results in Theorems 7.18 and 7.20 yield the minimality property of the
unique distinguished solution of (R) at infinity, see [7, Theorem 8, pg. 54] or
[23, Theorem IV.4.2].

Indeed, in this case d∞ = 0 and there is only one minimal/maximal genus of con-
joined bases of (H). This implies that α∞ = a and the orthogonal projector RΛ∞(t)
in (3.7) satisfies RΛ∞(t) ≡ I on [a,∞). Therefore, the unique Riccati equation
(R) associated with the minimal/maximal genus coincides with the classical Ric-
cati equation (R). Moreover, under the Legendre condition (1.1) the nonoscillation
of system (H) is then equivalent with the existence of a unique (minimal) distin-

guished solution Q̂ of (R) at infinity. In addition, the matrix Q̂ constitutes the
smallest symmetric solution of the Riccati equation (R), that is, every symmetric
solution Q of (R) on [α,∞) ⊆ [a,∞) satisfies inequality (1.5).

Remark 7.26. We note that the results commented on in Remark 7.25 hold under
a weaker assumption than the complete controllability of (H). More precisely, under
(1.1) and the nonoscillation of (H) the existence of a unique distinguished solution
at infinity of a (unique) Riccati equation (R) is equivalent with the fact that the
maximal order of abnormality d∞ = 0.

8. Examples. In this section we provide several examples which illustrate the
presented theory of Riccati equations for abnormal system (H).

Example 8.1. In the first example we explore a controllable linear Hamiltonian
system. For n = 1, a = 0 we consider system (H) with A(t) = 0, B(t) = 1 + t2, and
C(t) = −2/(1 + t2)2. This system comes from the second order Sturm–Liouville
equation [y′/(1 + t2)]′ + 2y/(1 + t2)2 = 0. The matrix B(t) > 0 on [0,∞), which
implies that system (H) is completely controllable on [0,∞) with d[0,∞) = d∞ = 0
and α∞ = 0, by (2.19). Thus, there exists only one (minimal/maximal) genus G of
conjoined bases with the corresponding orthogonal projector RG(t) ≡ 1 on [0,∞)
and consequently, the unique Riccati equation

Q′ + (1 + t2)Q2 + 2/(1 + t2)2 = 0, t ∈ [0,∞). (8.1)

In [30, Example 7.1] we showed that system (H) is nonoscillatory and that the
principal solutions at infinity are nonzero multiples of

(
X̂(t), Û(t)

)
=
(
t, 1/(1 + t2)

)
,

with α̂min = 0, by (3.1). Therefore, by Theorem 7.5 and Remark 7.25 the unique

(minimal) distinguished solution Q̂ of (8.1) at infinity satisfies

Q̂(t) = 1/[t(1 + t2)], t ∈ (0,∞).
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Moreover, by using Proposition 4.12 with Q := Q̂ the general solution Q(·, α, p) of
the Riccati equation (8.1) defined on an interval [α,∞) ⊆ (0,∞) has the form

Q(t, α, p) = Q̂(t) + p/[t2 + pt(t− α)(t+ 1/α)], t ∈ [α,∞), (8.2)

with p ∈ [0,∞) ∪ {∞}, where

Q(t, α,∞) := lim
p→∞

Q(t, α, p)
(8.2)
= Q̂(t) + 1/[t(t− α)(t+ 1/α)], t ∈ [α,∞). (8.3)

From formulas (8.2)–(8.3) it then follows that for any point α > 0 and parameter

p ∈ [0,∞)∪ {∞} we have the inequality Q(t, α, p) ≥ Q̂(t) on [α,∞), as we claim in
Theorem 7.18 or Remark 7.25.

Example 8.2. In this example we consider the so-called zero system (H) with
n × n coefficient matrices A(t) = B(t) = C(t) ≡ 0 on [a,∞). This system is
nonoscillatory and extremely abnormal, that is, d[a,∞) = d∞ = n and hence,
α∞ = a and RΛ∞(t) ≡ 0 on [a,∞). In [29, Example 8.2] and [31, Example 5.7]
we showed that every conjoined basis of (H) is a constant principal solution at
infinity with respect to [a,∞) and that the set of all genera of conjoined bases
of (H) is isomorphic to the complete lattice of all subspaces in Rn. Namely, for
every constant orthogonal projector R ∈ Rn×n there exists a unique genus G of
conjoined bases of (H) such that RG(t) ≡ R on [a,∞). The associated Riccati
equation (R) reduces to Q′ = 0. In this case, every symmetric solution of (R) is
a constant distinguished solution at infinity with respect to the interval [a,∞), so
that α̂min = a. In particular, for any constant symmetric matrix M ∈ Rn×n the
pair (X̂, Û) := (R,MR+ I −R) constitutes a constant principal solution of (H) at

infinity belonging to G, which corresponds to the distinguished solution Q̂(t) ≡ M
of (R) on [a,∞) via Theorems 4.21 and 7.4. Moreover, the minimal distinguished

solution at infinity satisfies Q̂min(t) ≡ 0 on [a,∞).

In the previous two examples we studied the situation when system (H) possessed
only one Riccati equation (R). However, this will be not the case of the system
presented in the last example.

Example 8.3. For n = 3 and a = 0 we consider system (H) with the coefficients
A(t) = diag{0, 0, 1}, B(t) = diag{1 + t2, 0, 0}, and C(t) = diag{−2/(1 + t2)2, 0, 0}
on [0,∞). In this case we have d∞ = 2, α∞ = 0, and RΛ∞(t) ≡ diag{1, 0, 0}
on [0,∞). Moreover, in [31, Example 5.8] we examined the set of all genera G of
conjoined bases of (H) and found a principal solution at infinity in each genus G.
We will continue in this study by illustrating the concept of distinguished solutions
at infinity of the associated Riccati equations (R). For the minimal genus G = Gmin

represented by the orthogonal projector RG(t) = RΛ∞(t) on [0,∞) we have the
Riccati equation (R) with the coefficients in (7.17), i.e.,

Amin(t) = −A(t), Bmin(t) = B(t), Cmin(t) = C(t), t ∈ [0,∞).

This Riccati equation possesses on (0,∞) the minimal distinguished solution

Q̂min(t) = diag{1/[t(1 + t2)], 0, 0} (8.4)

constructed from the minimal principal solution
(
X̂min(t), Ûmin(t)

)
=
(

diag{t, 0, 0}, diag{1/(1 + t2), 1, e−t}
)

of (H) at infinity via Theorem 4.18, as well as the distinguished solution

Q̂0(t) = diag{1/[t(1 + t2)], 1,−e2t}, (8.5)
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which does not satisfy condition (7.18). In particular, the distinguished solutions
in (8.4) and (8.5) are mutually incomparable on the interval (0,∞). Similarly, with
the maximal genus G = Gmax represented by the orthogonal projector RG(t) ≡ I on
[0,∞) there is associated the Riccati equation (R) with the pair of incomparable
distinguished solutions at infinity

Q̂(t) = diag{1/[t(1 + t2)],−1, e−2t}, Q̂∗(t) = diag{1/[t(1 + t2)], 1,−e−2t} (8.6)

for t ∈ (0,∞). We note that Q̂(t) and Q̂∗(t) in (8.6) are both the Riccati quotients
in (2.7), which correspond to the maximal principal solutions

(
X̂(t), Û(t)

)
=
(

diag{t, 1, et}, diag{1/(1 + t2),−1, e−t}
)
,

(
X̂∗(t), Û∗(t)

)
=
(

diag{t, 1, et}, diag{1/(1 + t2), 1,−e−t}
)

of (H) at infinity, respectively. In the remaining part of this example we analyze for
three different genera with rank equal to r = 2 the corresponding Riccati equations
(R) and their distinguished solutions. More precisely, according to [31, Example 5.8]
we consider the genera G1, G2, and G3 given by

RG1
(t) ≡ diag{1, 0, 1}, RG2

(t) ≡ diag{1, 1, 0},

RG3
(t) =

1

e2t + 1




e2t + 1 0 0
0 1 et

0 et e2t




on [0,∞). With the genus G1 we associate the Riccati equation (R) with

A1(t) = A(t), B1(t) = B(t), C1(t) = C(t), t ∈ [0,∞),

possessing the pair of incomparable distinguished solutions at infinity

Q̂1(t) = diag{1/[t(1 + t2)], 0,−e−2t}, Q̂1∗(t) = diag{1/[t(1 + t2)],−1, 0}
for (0,∞). The matrix Q̂1(t) is the Riccati quotient in (2.7), which corresponds to
the principal solution

(
X̂1(t), Û1(t)

)
=
(

diag{t, 0, et}, diag{1/(1 + t2), 1,−e−t}
)

of (H) at infinity belonging to G1, while the distinguished solution Q̂1∗(t) does not
satisfy (1.4). Similarly, for the genus G2 we have the Riccati equation (R) with

A2(t) = −A(t), B2(t) = B(t), C2(t) = C(t), t ∈ [0,∞),

which has the pair of incomparable distinguished solutions at infinity

Q̂2(t) = diag{1/[t(1 + t2)], 1, 0}, Q̂2∗(t) = diag{1/[t(1 + t2)], 0, e2t}
for (0,∞). The matrix Q̂2(t) is the Riccati quotient in (2.7), which corresponds to
the principal solution

(
X̂2(t), Û2(t)

)
=
(

diag{t, 1, 0}, diag{1/(1 + t2), 1, e−t}
)

of (H) at infinity from the genus G2 and the distinguished solution Q̂2∗(t) does not
satisfy (1.4). Finally, for the genus G3 we obtain the Riccati equation (R) with

A3(t) =
1

e2t + 1




0 0 0
0 0 0
0 2et e2t − 1


 , B3(t) = B(t), C3(t) = C(t), t ∈ [0,∞),
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having on (0,∞) the pair of incomparable distinguished solutions at infinity

Q̂3(t) =
1

(e2t + 1)2




(e2t + 1)2/[t(1 + t2)] 0 0
0 1 et

0 et e2t


 ,

Q̂3∗(t) =
1

(e2t + 1)2




(e2t + 1)2/[t(1 + t2)] 0 0
0 2e2t + 3 e3t + 2et

0 e3t + 2et e2t


 .

In particular, the matrix Q̂3(t) constitutes the Riccati quotient in (2.7) associated
with the principal solution at infinity

(
X̂3(t), Û3(t)

)
=

(

t 0 0
0 1 −1
0 et −et


 ,




1/(1 + t2) 0 0
0 −1 1
0 2e−t −2e−t



)

and the distinguished solution Q̂3∗(t) does not satisfy condition (1.4).

Acknowledgments. The author is grateful to Professor Roman Šimon Hilscher
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[27] P. Šepitka, Genera of conjoined bases for (non)oscillatory linear Hamiltonian systems: ex-

tended theory, submitted, 2017.
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[30] P. Šepitka and R. Šimon Hilscher, Principal and antiprincipal solutions at infinity of linear

Hamiltonian systems, J. Differential Equations, 259 (2015), 4651–4682.
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x′ = A(t) x + B(t)u, u′ = C(t) x − AT (t)u, t ∈ [a, b], (H)

where A, B, C : [a, b] → Rn×n are given piecewise continuous matrix-valued functions on the 
interval [a, b] such that B(t) and C(t) are symmetric and the Legendre condition holds, i.e.,

B(t) ≥ 0 for all t ∈ [a, b]. (1.1)

Here n ∈ N is a given dimension and a, b ∈ R, a < b, are fixed numbers. The main results of this 
paper are concerned with the Sturmian type separation theorems about the number of focal points 
of conjoined bases of (H) in the given interval. We present a novel approach to this problem, 
which is based on the so-called comparative index of two conjoined bases of (H), see (2.3) in 
Section 2 below.

System (H) is traditionally studied under the complete controllability assumption. This means 
that the only solution (x, u) of (H) with x(t) ≡ 0 on a subinterval of [a, b] with positive length is 
the trivial solution (x, u) ≡ 0 on [a, b], see e.g. [5,17,22,26,27]. In this case t0 ∈ [a, b] is a focal 
point of a conjoined basis (X, U) of (H) if X(t0) is singular, and then

m(t0) := def X(t0) = dim KerX(t0)

is its multiplicity. We refer to Section 3 for the definition of a conjoined basis. Every conjoined 
basis of (H) then has finitely many focal points in [a, b], and the numbers of focal points in (a, b]
or in [a, b) of any two conjoined bases of (H) differ by at most n, see [22, Theorem 4.1.3, p. 126]
and [26, Corollary 1, p. 366]. In addition, for one conjoined basis (X, U) of (H) the difference 
between the numbers of its focal points in (a, b] and in [a, b) equals the value

def X(b) − def X(a) = rankX(a) − rankX(b). (1.2)

When the controllability assumption is absent, Kratz showed in [23, Theorem 3] the following 
crucial result.

Proposition 1.1. Assume that (1.1) holds. Then for any conjoined basis (X, U) of (H) the kernel 
of X(t) is piecewise constant on [a, b], i.e., there is a partition a = t0 < t1 < · · · < tm = b such 
that KerX(t) is constant on the open interval (tj , tj+1) for all j ∈ {0, 1, . . . , m − 1} and

KerX(t−j ) ⊆ KerX(tj ), j ∈ {1,2, . . . ,m}, (1.3)

KerX(t+j ) ⊆ KerX(tj ), j ∈ {0,1, . . . ,m − 1}. (1.4)

The quantity KerX(t±j ) denotes the limit of the constant set KerX(t) as t → t±j . The in-
clusions in (1.3) and (1.4) follow from the continuity of X(t) on [a, b]. In the subsequent 
work [36], Wahrheit defined the point t0 ∈ (a, b] to be a left proper focal point of (X, U) if 
KerX(t−0 ) � KerX(t0), with the multiplicity

mL(t0) := def X(t0) − def X(t−0 ) = rankX(t−0 ) − rankX(t0). (1.5)

In a similar way we define t0 ∈ [a, b) to be a right proper focal point of (X, U) by the condition 
KerX(t+0 ) � KerX(t0), with the multiplicity
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mR(t0) := def X(t0) − def X(t+0 ) = rankX(t+0 ) − rankX(t0). (1.6)

The notations def X(t±0 ) and rankX(t±0 ) represent the one-sided limits at t0 of the piecewise 
constant quantities def X(t) and rankX(t).

The above mentioned Sturmian separation theorem by Reid in [26, Corollary 1, p. 366]
was generalized to possibly abnormal (or uncontrollable) system (H) in [24, Corollary 4.8] and 
[34, Theorems 1.4 and 1.5] by Kratz and the second author. We review these statements below for 
our future reference in this paper. Recall that a principal solution (X̂s, Ûs) at the point s ∈ [a, b]
is defined as the solution of (H) with the initial conditions X̂s(s) = 0 and Ûs(s) = I , see also 
(3.1). We stress that the focal points are always counted including their multiplicities.

Proposition 1.2. Assume (1.1) and let m ∈ N ∪ {0} be fixed. The principal solution (X̂a, Ûa) of 
(H) has m left proper focal points in (a, b] if and only if the principal solution (X̂b, Ûb) of (H)
has m right proper focal points in [a, b).

Proposition 1.3. Assume that (1.1) holds. If the principal solution (X̂a, Ûa) of (H) has m left 
proper focal points in (a, b], then any other conjoined basis (X, U) of (H) has at least m and at 
most m + n left proper focal points in (a, b]. Similarly, if the principal solution (X̂b, Ûb) of (H)
has m right proper focal points in [a, b), then any other conjoined basis (X, U) of (H) has at 
least m and at most m + n right proper focal points in [a, b).

Proposition 1.4. Assume that (1.1) holds. Then the difference between the numbers of left proper 
focal points in (a, b] of any two conjoined bases of (H) is at most n. Similarly, the difference 
between the numbers of right proper focal points in [a, b) of any two conjoined bases of (H) is 
at most n.

We note that the statements in Propositions 1.3 and 1.4 regarding the right proper focal points 
follow from the corresponding results for the left proper focal points by the time-reversing trans-
formation t 
→ a + b − t , which is described in [24, Remark 4.7].

Linear Hamiltonian systems (H) without the complete controllability assumption are inten-
sively studied in the literature. As we mentioned above, the second author derived in [34,35]
general Sturmian separation and comparison theorems for such systems (H). Recently, Johnson, 
Novo, Nũnez, and Obaya proved in [20, Theorem 3.6] a very nice formula connecting the rota-
tion number of system (H) with the number of left proper focal points of (X, U) in (a, b] when 
b → ∞. Uncontrollable systems (H) were also considered in [18,19,21] in the relation with the 
notion of a weak disconjugacy of (H) and dissipative control processes, and in [25,28–33] when 
studying the principal solutions of (H) at infinity.

In the present paper we derive (Theorem 4.1) new explicit formulas for the difference of the 
left proper focal points of two conjoined bases of (H) in (a, b], and the right proper focal points 
in [a, b), as well as optimal bounds for the numbers of left and right proper focal points of 
one conjoined basis in a bounded interval (Theorems 5.2, 5.3, 5.6, and 5.9 and Corollaries 5.8
and 5.10). These estimates essentially improve the statements in Propositions 1.3 and 1.4. In 
addition, we establish (Theorem 5.1) an exact relationship between the numbers of left proper 
focal points in (a, b] and right proper focal points in [a, b) of one conjoined basis of (H), which 
generalizes the formula in (1.2) to abnormal systems. We note that these results are new even in 
the case of a completely controllable system (H).
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As a main tool in the above study we use the comparative index, which was introduced by El-
yseeva in [12,13] and successfully applied in the discrete oscillation theory, see [6–10,14,16]. In 
this paper we study the properties of the comparative index from a point of view of the continuous 
time linear Hamiltonian system (H). In particular, we obtain the continuity and limit properties 
of the comparative index (Theorems 6.1 and 6.5) and their relationship with the multiplicities of 
left and right proper focal points at a given point (Theorem 6.3). In a sense, some results in this 
paper can be regarded as continuous time analogs of the known results for symplectic difference 
systems in [13], see Remark 7.4. This paper therefore provides a key step in the implementation 
of recent discrete time methods into the new continuous time theory.

The paper is organized as follows. In Section 2 we define the comparative index and display 
its algebraic properties, which are needed in this paper. In Sections 3 we recall some general 
facts about linear Hamiltonian systems and prove two auxiliary results about conjoined bases 
of (H). In Section 4 we derive key equalities relating the difference of the numbers proper focal 
points of two conjoined bases of (H) and the comparative index. In Sections 5 and 6 we establish 
further Sturmian separation theorems for conjoined bases of system (H) and the continuity and 
limit properties of the comparative index. Finally, in Section 7 we provide several examples 
illustrating our new theory, as well as comments about the related topics and future research 
directions.

2. Algebraic properties of comparative index

In this section we present the definition of the comparative index of two matrices and its main 
properties from [12,13]. Let Y and Ỹ be real constant 2n × n matrices such that

YTJ Y = 0, Ỹ TJ Ỹ = 0, rankY = n = rank Ỹ , W := YTJ Ỹ , J :=
(

0 I

−I 0

)
.

(2.1)

The matrix J is the canonical skew-symmetric matrix of dimension 2n. The first three conditions 
in (2.1) can be regarded as suitable initial conditions for conjoined bases of system (H), while the 
matrix W is the Wronskian of Y and Ỹ . When we split Y and Ỹ into n ×n blocks Y = (XT , UT )T

and Ỹ = (X̃T , ŨT )T , then the first, second, and fourth expressions in (2.1) have the form

XT U = UT X, X̃T Ũ = ŨT X̃, W = XT Ũ − UT X̃. (2.2)

When considering the matrices Y and Ỹ satisfying (2.1), we will always express them in the 
above block structure with X, U , X̃, Ũ as in (2.2).

Following [12, Definition 2.1] or [13, Definition 2.1], we define the comparative index
μ(Y, Ỹ ) and the dual comparative index μ∗(Y, Ỹ ) of Y and Ỹ as the numbers

μ(Y, Ỹ ) := rankM + indP, μ∗(Y, Ỹ ) := rankM + ind(−P), (2.3)

where M and P are the n × n matrices

M := (I − X†X)W, P := V WT X†X̃V , V := I − M†M, (2.4)
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and where W is the Wronskian of Y and Ỹ defined in (2.1). The dagger in (2.4) denotes 
the Moore–Penrose pseudoinverse of a matrix, i.e., the unique matrix X† satisfying the four 
properties X†X and XX† are symmetric, XX†X = X, and X†XX† = X†. We refer to [1,2,4]
for general theory of pseudoinverse matrices. We note that the matrix V in (2.4) is the or-
thogonal projector onto KerM and that the matrix P is symmetric, see [13, Theorem 2.1]. 
In this case indP denotes the number of negative eigenvalues of P , and obviously we have 
ind(−P) = rankP − indP .

For convenience we define the elementary 2n × n matrix

E := (0, I )T , (2.5)

where 0 is the n × n zero matrix and I is the n × n identity matrix. The following properties in 
Propositions 2.1 and 2.2 are proven in [13, Section 2].

Proposition 2.1. Let Y and Ỹ be 2n × n matrices satisfying (2.1) and let E be given by (2.5). 
Then the comparative index μ(Y, Ỹ ) and the dual comparative index μ∗(Y, Ỹ ) defined in (2.3)
have the following properties:

μ(Y, Ỹ ) + rankX = μ∗(Ỹ , Y ) + rank X̃, (2.6)

μ(Y, Ỹ ) + μ(Ỹ , Y ) = rankW = μ∗(Y, Ỹ ) + μ∗(Ỹ , Y ), (2.7)

μ(Y, Ỹ ) ≤ min{rankW, rank X̃}, μ∗(Y, Ỹ ) ≤ min{rankW, rank X̃}, (2.8)

μ(Y,E) = 0 = μ∗(Y,E), μ(E,Y ) = rankX = μ∗(E,Y ). (2.9)

We note that the second conditions in (2.7) and (2.8) about the dual comparative index are 
not explicitly stated in [13], but they follow from (2.6) and from the corresponding properties for 
μ(Y, Ỹ ) in (2.7) and (2.8).

We recall that a real 2n × 2n matrix S is symplectic if STJ S = J . Symplectic matrices are of 
basic importance for the theory of linear Hamiltonian system (H), since any fundamental matrix 
of (H) is symplectic on [a, b] whenever it is symplectic at some initial point.

Proposition 2.2. Let Z, Z̃, � be real 2n × 2n symplectic matrices and let E be defined by (2.5). 
Then the following transformation formulas hold:

μ(�ZE,�Z̃E) − μ(ZE, Z̃E) = μ(�ZE,�E) − μ(�Z̃E,�E), (2.10)

μ∗(�ZE,�Z̃E) − μ∗(ZE, Z̃E) = μ∗(�ZE,�E) − μ∗(�Z̃E,�E). (2.11)

Further properties of the comparative index and the dual comparative index are proven in [13]. 
In this paper we will also utilize the following new lower bounds of the comparative index, which 
complement the upper bounds in (2.8).

Lemma 2.3. Let Y and Ỹ be 2n × n matrices satisfying (2.1). Then

0 ≤ rank X̃ − min{rank X̃, rankX} ≤ min{μ(Y, Ỹ ), μ∗(Y, Ỹ )}, (2.12)

0 ≤ rankW − min{rankW, rankX} ≤ min{μ(Y, Ỹ ), μ∗(Y, Ỹ )}. (2.13)
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Proof. Let us put p := rank X̃ − min{rankX, rank X̃} and q := rankW − min{rankX, rankW }. 
Then p ≥ 0 and q ≥ 0. We know from (2.6) and μ∗(Ỹ , Y) ≥ 0 that μ(Y, Ỹ ) ≥ rank X̃ − rankX

holds, and similarly from (2.6) and μ(Ỹ , Y) ≥ 0 we get μ∗(Y, Ỹ ) ≥ rank X̃ − rankX. We will 
analyze the latter difference. If rank X̃ ≥ rankX, then p = rank X̃ − rankX, while if rank X̃ ≤
rankX, then p = 0. But since μ(Y, Ỹ ) ≥ 0 and μ∗(Y, Ỹ ) ≥ 0, it follows from the above that 
μ(Y, Ỹ ) ≥ p and μ∗(Y, Ỹ ) ≥ p, i.e., (2.12) holds. Next, the first conditions in (2.7) and (2.8)
imply that

μ(Y, Ỹ )
(2.7)= rankW − μ(Ỹ , Y )

(2.8)≥ rankW − min{rankW, rankX} = q.

In a similar way we obtain from the second conditions in (2.7) and (2.8) that μ∗(Y, Ỹ ) ≥ q . 
Therefore, the estimates in (2.13) hold as well. �

Applications of the comparative index in the oscillation theory of discrete symplectic systems 
can be found in [6–10,14,16]. In Section 4 below we will show how the comparative index arises 
in the theory of continuous time linear Hamiltonian system (H) and how it can be utilized in 
order to derive new Sturmian separation theorems for conjoined bases of (H).

3. Properties of linear Hamiltonian systems

A 2n × n solution (X, U) of (H) is called a conjoined basis if XT (t0) U(t0) is symmetric and 
rank (XT (t0), UT (t0)) = n for some, and hence for any, point t0 ∈ [a, b], compare with (2.1). As 
an example of a conjoined basis of (H) we mention the principal solution at the point s ∈ [a, b], 
denoted by (X̂s, Ûs), which is defined as the solution of (H) with the initial conditions

X̂s(s) = 0, Ûs(s) = I. (3.1)

By [22, Corollary 3.3.9], any given conjoined basis (X, U) can be completed by another con-
joined basis (X̄, Ū ) to a (symplectic) fundamental matrix of (H), i.e., to a so-called normalized
pair of conjoined bases, which then satisfy the relation W := XT (t) Ū (t) − UT (t) X̄(t) = I on 

[a, b], compare with (2.2). The fact that the fundamental matrix � :=
(

X X̄

U Ū

)
of (H) is symplectic 

is also equivalent with

XŪT − X̄UT = I, XX̄T = X̄XT , UŪT = ŪUT (3.2)

on [a, b], see [22, Proposition 1.1.5]. Moreover, similarly to [29–32] we say that (X, U) has 
constant kernel on the open or half-open interval (a, b), (a, b], [a, b), if the kernel of X(t) is 
constant on that interval.

Let us fix for a moment a conjoined basis (X, U) of (H) with constant kernel on (a, b) and 
a point α ∈ (a, b). We define the constant orthogonal projector P onto ImXT (t) = [KerX(t)]⊥, 
the symmetric n × n matrix function S(t), and the orthogonal projector PS(t) onto ImS(t) by

P ≡ P(t) := X†(t)X(t), t ∈ (a, b), (3.3)

S(t) :=
t∫

α

X†(s)B(s)X† T (s)ds, t ∈ (a, b), (3.4)

PS(t) := S†(t) S(t) = S(t) S†(t), t ∈ (a, b). (3.5)
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We note that S(t) is correctly defined on (a, b), since in the present setting the function X†(t)

is piecewise continuously differentiable on (a, b), hence continuous, see [4, Theorems 10.5.1 
and 10.5.3]. The next result follows from standard properties of symmetric monotone matrix-
valued functions.

Lemma 3.1. Assume that (1.1) holds, (X, U) is a conjoined basis of (H) with constant kernel on 
(a, b), and α ∈ (a, b) is given. Then the following hold.

(i) The matrix S(t) ≤ 0 on (a, α] and S(t) ≥ 0 on [α, b).
(ii) The matrix S(t) is nondecreasing and piecewise continuously differentiable on (a, b) with 

S′(t) = X†(t) B(t) X† T (t) ≥ 0 on (a, b).
(iii) The set ImS(t) is nonincreasing on (a, α] and nondecreasing on [α, b) with ImS(t) =

ImPS(t) ⊆ ImP on (a, b), and the following limits exist

PSa := lim
t→a+ PS(t), ImPSa ⊆ ImP, (3.6)

PSb := lim
t→b− PS(t), ImPSb ⊆ ImP. (3.7)

(iv) The matrix S†(t) is nonincreasing on (a, a + ε) and on (b − ε, b) for some ε ∈ (0, b − a)

and the following limits exist

Ta := lim
t→a+ S†(t), Ta ≤ 0, ImTa ⊆ ImPSa, (3.8)

Tb := lim
t→b− S†(t), Tb ≥ 0, ImTb ⊆ ImPSb. (3.9)

Proof. The statements in parts (i) and (ii) follow by direct considerations from the definition of 
S(t) in (3.4). The monotonicity property of ImS(t) in part (iii) is proven in [29, Theorem 4.2], 
which then yields that the set ImS(t) and hence the matrix PS(t) are constant in some right 
neighborhood of a and in some left neighborhood of b. This shows that the limits in (3.6)–(3.7)
exist. Part (iv) follows from the fact that the image of S(t) is constant on some right neighbor-
hood (a, a + ε) of a and on some left neighborhood (b − ε, b) of b by part (iii), and S†(t) is 
nonincreasing on these neighborhoods by part (ii). Therefore, the limits in (3.8)–(3.9) indeed 
exist and have the stated properties. �

We note that the matrices PSa and PSb in (3.6)–(3.7) are the maximal orthogonal projectors 
onto ImS(t) on (a, α] and on [α, b), respectively. Next we relate the matrix S(t) with some 
special conjoined basis (X̄, Ū) of (H) associated with (X, U) and α ∈ (a, b).

Lemma 3.2. Assume that (X, U) is a conjoined basis of (H) with constant kernel on (a, b) and 
α ∈ (a, b) is given. Let the matrices P , S(t), PS(t) and Ta , Tb be defined by (3.3)–(3.5) and 
(3.8)–(3.9). Then there exists a conjoined basis (X̄, Ū ) of (H) such that (X, U) and (X̄, Ū ) are 
normalized and

X†(α) X̄(α) = 0. (3.10)

Moreover, the matrix X̄(t) also satisfies for all t ∈ (a, b) the identities
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S(t) = X†(t) X̄(t)P, X̄(t)P = X(t)S(t), (3.11)

P̄ (t) := X̄†(t) X̄(t) = I − P + PS(t), (3.12)

S†(t) = X̄†(t)X(t) P̄ (t) = X̄†(t)X(t)PS(t), (3.13)

X̄(t) S†(t) X̄T (t) = X(t) X̄T (t). (3.14)

If in addition condition (1.1) holds, then

X(a) X̄T (a) = X̄(a)Ta X̄T (a), X(b) X̄T (b) = X̄(b)Tb X̄T (b), (3.15)

X(t) X̄T (t) ≤ 0 on [a,α], X(t) X̄T (t) ≥ 0 on [α,b]. (3.16)

Proof. The existence of a conjoined basis (X̄, Ū ), which is normalized with (X, U) and which 
satisfies (3.10) and (3.11) is proven in [29, Theorem 4.4 and Remark 4.5(ii)]. We note that condi-
tion (1.1) is not needed in the assumption of the latter reference. By [28, Theorem 2.2.11(i)] we 
know that Ker X̄(t) = Im [P − PS(t)] on (a, b), which means that the matrix I − P + PS(t) is 
the orthogonal projector onto the set Im X̄T (t), i.e., identity (3.12) holds. Next, by the identities 
(suppressing the argument t ) X = XP , PPS = PS = PSP , and PSS† = S† we obtain

X̄†XP̄
(3.12)= X̄†XP (I − P + PS) = X̄†XPS

(3.5)= X̄†XSS† (3.11)= X̄†X̄PS†

(3.12)= P̄ PS† = (I − P + PS)PS† = PSPS† = PSS† = S†,

which proves the identities in (3.13). In turn, we have by the symmetry of XX̄T , see (3.2),

X̄S†X̄T (3.13)= X̄X̄†XP̄ X̄T = X̄X̄†XX̄T = X̄X̄†X̄XT = X̄XT = XX̄T ,

which shows that identity (3.14) also holds. Upon taking the limit as t → a+ and t → b− in 
(3.14) and using the definition of Ta , Tb in (3.8)–(3.9) and the continuity of X(t), X̄(t) we 
obtain (3.15). Finally, by Lemma 3.1(i) we know that S†(t) ≤ 0 on (a, α] and S†(t) ≥ 0 on 
[α, b), since a matrix and its pseudoinverse have the same definiteness properties. Therefore, the 
inequalities in (3.16) follow from (3.14) and (3.15). The proof is complete. �
Remark 3.3. It is obvious to see that if the conjoined basis (X, U) has constant kernel on (a, b], 
then the statements in Lemma 3.2 hold also with α = b. Similarly, if (X, U) has constant kernel 
on [a, b), then the statements in Lemma 3.2 hold also with α = a.

For completeness we note that the conjoined basis (X̄, Ū ) in Lemma 3.2 is not uniquely 
determined by (X, U) in the function Ū . On the other hand, the solution (X̄P, ŪP ) of (H) is 
uniquely determined by (X, U), as we showed in [29, Remark 4.5(ii)].

Remark 3.4. In order to measure to what extent the controllability assumption on system (H)
is violated, the following quantity was introduced in [25, Section 3], see also [29, Section 5]
or [31, Section 3]. For fixed α, β ∈ [a, b] with α < β we denote by �[α, β] the linear space 
of piecewise continuously differentiable vector-valued functions u : [α, β] → Rn, which satisfy 
the equations u′ = −AT (t) u and B(t) u = 0 on [α, β]. The functions u ∈ �[α, β] correspond to 
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the solutions (x ≡ 0, u) of system (H) on [α, β]. The space �[α, β] is finite-dimensional with 
d[α, β] := dim�[α, β] ≤ n. The number d[α, β] is called the order of abnormality of system 
(H) on the interval [α, β]. We remark that system (H) is called normal on [α, β] if d[α, β] = 0, 
while it is called identically normal (or completely controllable) on [α, β] if d(J ) = 0 for ev-
ery nondegenerate subinterval J ⊆ [α, β]. The integer-valued function d[t, β] is nondecreasing, 
piecewise constant, and right-continuous on [a, β]. Similarly, the integer-valued function d[α, t]
is nonincreasing, piecewise constant, and left-continuous on [α, b]. This implies that the limits

d+
α := lim

t→α+ d[α, t] = max
t∈(α,b]

d[α, t], 0 ≤ d+
α ≤ n, (3.17)

d−
β := lim

t→β− d[t, β] = max
t∈[a,β)

d[t, β], 0 ≤ d−
β ≤ n, (3.18)

exist. The numbers d+
α and d−

β are called the maximal orders of abnormality of (H) at the point 
α from the right and at the point β from the left, respectively. Since d[α, t] and d[t, β] are 
integer-valued functions, the existence of the limits in (3.17) and (3.18) implies that

d[α, t] ≡ d+
α for all t ∈ (α,α + ε], and d[t, β] ≡ d−

β for all t ∈ [β − ε,β)

for some ε > 0. It is known in [28, Theorem 3.1.2], see also [29, Theorem 5.2], that these con-
stant quantities are related to the rank of the principal solutions (X̂α, Ûα) and (X̂β, Ûβ). More 
precisely, Ker X̂α(t) is constant on (α, α + ε], Ker X̂β(t) is constant on [β − ε, β), and

rank X̂α(t) = n − d[α, t] ≡ n − d+
α for all t ∈ (α,α + ε], (3.19)

rank X̂β(t) = n − d[t, β] ≡ n − d−
β for all t ∈ [β − ε,β). (3.20)

The relations in (3.19) and (3.20) will be utilized in Section 6 when studying the limit properties 
of the comparative index.

4. Comparative index and continuous Sturmian theory

In this section we derive two main equalities involving the comparative index, as defined 
in (2.3), in the context of the continuous time linear Hamiltonian system (H). We recall the 
notation (X̂a, Ûa) and (X̂b, Ûb) introduced in (3.1) for the principal solutions of (H) at the points 
a and b, respectively. Moreover, if (X, U) and (X̃, Ũ ) are conjoined basis of (H), then we set 
Y := (XT , UT )T and Ỹ := (X̃T , ŨT )T , that is, we define for t ∈ [a, b] the 2n × n matrices

Y(t) :=
(

X(t)

U(t)

)
, Ỹ (t) :=

(
X̃(t)

Ũ (t)

)
, Ŷa(t) :=

(
X̂a(t)

Ûa(t)

)
, Ŷb(t) :=

(
X̂b(t)

Ûb(t)

)
. (4.1)

The central result of this section allows to express the difference between the numbers of left 
proper focal points in (a, b] for two conjoined bases (X, U) and (X̃, Ũ ) of (H) in terms of the 
comparative index evaluated at the endpoints of the considered interval. Similarly for the right 
proper focal points of (X, U) and (X̃, Ũ ) in [a, b) we use the dual comparative index. For this 
purpose we introduce the notation
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mL(a, b] := the number of left proper focal points of (X,U) in (a, b], (4.2)

mR[a, b) := the number of right proper focal points of (X,U) in [a, b), (4.3)

m̃L(a, b] := the number of left proper focal points of (X̃, Ũ) in (a, b], (4.4)

m̃R[a, b) := the number of right proper focal points of (X̃, Ũ ) in [a, b). (4.5)

The left and right proper focal points are always counted including their multiplicities. By (1.5)
and (1.6) we then have the equalities

mL(a, b] =
∑

t∈(a,b]
mL(t), mR[a, b) =

∑
t∈[a,b)

mR(t).

We note that under (1.1) the above sums are always finite, since the kernel of X(t) is piecewise 
constant on [a, b] by Proposition 1.1. With the notation in (4.2)–(4.5) we prove the following 
main result, which implements the comparative index into the Sturmian theory of continuous 
time linear Hamiltonian systems (H).

Theorem 4.1 (Sturmian separation theorem). Assume that (1.1) holds. Then for any conjoined 
bases (X, U) and (X̃, Ũ ) of (H) we have the equalities

mL(a, b] − m̃L(a, b] = μ
(
Y(b), Ỹ (b)

) − μ
(
Y(a), Ỹ (a)

)
, (4.6)

mR[a, b) − m̃R[a, b) = μ∗(Y(a), Ỹ (a)
) − μ∗(Y(b), Ỹ (b)

)
. (4.7)

The proof of Theorem 4.1 is presented at the end of this section. The idea is to prove equalities 
(4.6) and (4.7) first under an additional assumption on the constant kernel of (X, U) and (X̃, Ũ )

on (a, b] or [a, b), and then apply this partial statement to a suitable partition of the interval [a, b]. 
Before we proceed to this step we derive several auxiliary statements about the comparative 
index.

Proposition 4.2. Let (X, U) and (X̃, Ũ ) be conjoined bases of (H). Then for all t ∈ [a, b]
μ

(
Y(t), Ỹ (t)

) − μ
(
Y(a), Ỹ (a)

) = μ
(
Y(t), Ŷa(t)

) − μ
(
Ỹ (t), Ŷa(t)

)
, (4.8)

μ∗(Y(t), Ỹ (t)
) − μ∗(Y(b), Ỹ (b)

) = μ∗(Y(t), Ŷb(t)
) − μ∗(Ỹ (t), Ŷb(t)

)
. (4.9)

Proof. Let E be the matrix in (2.5), so that Ŷa(a) = E. Let �(t), �̃(t), �̂a(t), �̂b(t) be the 
fundamental matrices of system (H) such that

Y(t) = �(t)E, Ỹ (t) = �̃(t)E, �̂a(t)E = Ŷa(t), �̂b(t)E = Ŷb(t), t ∈ [a, b].
(4.10)

That is, the fundamental matrices �(t), �̃(t), �̂a(t), �̂b(t) are symplectic and they are con-
structed in such a way that the conjoined bases Y(t), Ỹ (t), Ŷa(t), Ŷb(t) form their second 2n ×n

matrix columns, respectively. This can be done by a suitable choice of conjoined bases which 
complete Y(t), Ỹ (t), Ŷa(t), Ŷb(t) to normalized conjoined bases of (H). For example, the first 
2n × n column of the matrix �(t) can be given by Ȳ (t) := (−X̄T (t), −ŪT (t))T , where (X̄, Ū )
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is the conjoined basis from Lemma 3.2 associated with (X, U), or the first 2n × n column of 
the matrix �̂a(t) is given by Ȳa(t) := (X̄T

a (t), ŪT
a (t))T , where (X̄a, Ūa) is the conjoined ba-

sis of (H) with the initial conditions X̄a(a) = I and Ūa(a) = 0. In particular, we can construct 
�̂a(t) and �̂b(t) such that they satisfy �̂a(a) = I = �̂b(b). It then follows by the uniqueness of 
solutions of system (H) that

�̂a(t)�(a) = �(t) = �̂b(t)�(b), �̂a(t) �̃(a) = �̃(t) = �̂b(t) �̃(b), t ∈ [a, b]. (4.11)

By using (4.10) and (4.11) and applying formula (2.10) in Proposition 2.2 with the symplectic 
matrices � := �̂a(t), Z := �(a), and Z̃ := �̃(a), we then obtain the equality

μ
(
Y(t), Ỹ (t)

) − μ
(
Y(a), Ỹ (a)

) = μ
(
�̂a(t)�(a)E, �̂a(t) �̃(a)E

) − μ
(
�(a)E, �̃(a)E

)
(2.10)= μ

(
�̂a(t)�(a)E, �̂a(t)E

) − μ
(
�̂a(t) �̃(a)E, �̂a(t)E

)
= μ

(
Y(t), Ŷa(t)

) − μ
(
Ỹ (t), Ŷa(t)

)
.

Therefore, (4.8) is proven. Similarly, by applying formula (2.11) in Proposition 2.2 with the 
symplectic matrices � := �̂b(t), Z := �(b), and Z̃ := �̃(b), we obtain

μ∗(Y(t), Ỹ (t)
) − μ∗(Y(b), Ỹ (b)

) = μ∗(�̂b(t)�(b)E, �̂b(t) �̃(b)E
)

− μ∗(�(b)E, �̃(b)E
)

(2.11)= μ∗(�̂b(t)�(b)E, �̂b(t)E
)

− μ∗(�̂b(t) �̃(b)E, �̂b(t)E
)

= μ∗(Y(t), Ŷb(t)
) − μ∗(Ỹ (t), Ŷb(t)

)
.

The proof of (4.9) is also complete. �
Proposition 4.3. Let (X, U) be a conjoined basis of (H) with constant kernel on (a, b]. Then

μ
(
Y(b), Ŷa(b)

) = 0, μ∗(Y(a), Ŷb(a)
) = rankX(b) − rankX(a). (4.12)

Proof. Let P(t) be the orthogonal projector onto ImXT (t) defined in (3.3). Since we now as-
sume that the kernel of X(t) is constant on (a, b], it follows by the continuity that KerX(t) ≡
KerX(a+) ⊆ KerX(a) on (a, b], so that ImP(a) ⊆ ImP(b). This in turn implies that 
P(b) P(a) = P(a) = P(a) P(b). By (2.3)–(2.4), we have μ

(
Y(b), Ŷa(b)

) = rankM + indP , 
where M = [I − P(b)] W , V = I − M†M, P = V WT X†(b) X̂a(b) V , and where the constant 
Wronskian W = XT (t) Ûa(t) − UT (t) X̂a(t) on [a, b]. In particular, evaluating the Wronskian 
at t = a yields that W = XT (a) and hence,

M = [I − P(b)]XT (a) = [I − P(b)]P(a)XT (a) = [I − P(b)]P(b)P (a)XT (a) = 0,

V = I, P = X(a)X†(b) X̂a(b).

}
(4.13)
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By Remark 3.3 and Lemma 3.2 with α = b we have for (X̂a, Ûa) the representation(
X̂a(t)

Ûa(t)

)
=

(
X(t) X̄(t)

U(t) Ū (t)

)(−X̄T (a)

XT (a)

)
=

(−X(t) X̄T (a) + X̄(t)XT (a)

−U(t) X̄T (a) + Ū (t)XT (a)

)
, t ∈ [a, b],

where (X̄, Ū ) is a conjoined basis of (H) such that (X, U) and (X̄, Ū ) are normalized and 
X†(b) X̄(b) = 0 according to (3.10). From this we obtain

P (4.13)= X(a)X†(b) X̂a(b) = X(a)X†(b) [−X(b) X̄T (a) + X̄(b)XT (a)]
(3.10)= −X(a)P (a)P (b) X̄T (a) = −X(a)P (a) X̄T (a) = −X(a) X̄T (a)

(3.16)≥ 0. (4.14)

The calculations in (4.13) and (4.14) show that μ
(
Y(b), Ŷa(b)

) = rankM + indP = 0, which 
proves the first equality in (4.12).

Next we evaluate the dual comparative index μ∗(Y(a), Ŷb(a)
) = rankM + indP , where M =

[I −P(a)] W , V = I −M†M, P = −V WT X†(a) X̂b(a) V , and where the constant Wronskian 
W = XT (t) Ûb(t) − UT (t) X̂b(t) on [a, b]. Evaluating the Wronskian at t = b yields that W =
XT (b) and hence,

M = [I − P(a)]XT (b), ImM = Im [I − P(a)]P(b) = Im [P(b) − P(a)],
rankM = rankP(b) − rankP(a) = rankX(b) − rankX(a).

}
(4.15)

Next we shall prove that

ImXT (b)V = ImP(a), i.e., XT (b)V = P(a)K (4.16)

for some invertible matrix K . Since MV = 0, it follows that P(a) XT (b) V = XT (b) V and 
hence, ImXT (b) V ⊆ ImP(a). Conversely, assume that v ∈ ImP(a). Then we also have 
v ∈ ImP(b) = ImXT (b) and there exists w ∈ Rn such that v = XT (b) w. Then we write 
XT (b) V w = XT (b) w − XT (b) M†Mw = v − XT (b) M†Mw. But by using (4.15) we have 
Mw = [I − P(a)] XT (b) w = [I − P(a)] v = 0, so that v = XT (b) V w. Therefore, v ∈
ImXT (b) V and (4.16) is proven.

By Remark 3.3 and Lemma 3.2 with α = b we have for (X̂b, Ûb) the representation(
X̂b(t)

Ûb(t)

)
=

(
X(t) X̄(t)

U(t) Ū (t)

)(−X̄T (b)

XT (b)

)
=

(−X(t) X̄T (b) + X̄(t)XT (b)

−U(t) X̄T (b) + Ū (t)XT (b)

)
, t ∈ [a, b],

where (X̄, Ū ) is a conjoined basis of (H) such that (X, U) and (X̄, Ū ) are normalized and 
X†(b) X̄(b) = 0 according to (3.10). This yields that X̂b(a) = −X(a) X̄T (b) + X̄(a) XT (b). But

X(a) X̄T (b) = X(a)P (a)P (b) X̄T (b) = X(a)X†(b)X(b) X̄T (b)

(3.2)= X(a)X†(b) X̄(b)XT (b) = 0,

which implies that X̂b(a) = X̄(a) XT (b). For the matrix P we then have by (4.16) the expression
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P = −V X(b)X†(a) X̄(a)XT (b)V
(4.16)= −KT P (a)X†(a) X̄(a)P (a)K

= −KT X†(a) X̄(a)P (a)K = −KT X†(a) X̄(a)XT (a)X†T (a)K
(3.16)≥ 0.

Therefore, the equality indP = 0 holds. From the definition of the dual comparative index and 
(4.15) we then obtain the formula μ∗(Y(a), Ŷb(a)

) = rankM + indP = rankX(b) − rankX(a), 
which proves the second equality in (4.12). �
Proposition 4.4. Let (X, U) be a conjoined basis of (H) with constant kernel on [a, b). Then

μ
(
Y(b), Ŷa(b)

) = rankX(a) − rankX(b), μ∗(Y(a), Ŷb(a)
) = 0. (4.17)

Proof. The proof is similar to the proof of Proposition 4.4 with the difference that α = a is used 
in Remark 3.3 and Lemma 3.2 instead of α = b. The details are therefore omitted. �

With the notation in (4.1), (4.2), and (4.3) we have the following.

Corollary 4.5. Let (X, U) be a conjoined basis of (H) with constant kernel on the interval (a, b]
or on the interval [a, b). Then

mL(a, b] = μ
(
Y(b), Ŷa(b)

)
, mR[a, b) = μ∗(Y(a), Ŷb(a)

)
. (4.18)

Proof. If (X, U) has constant kernel on (a, b], then KerX(t) ≡ KerX(a+) ⊆ KerX(a) for all 
t ∈ (a, b]. Therefore, mL(a, b] = 0 = μ

(
Y(b), Ŷa(b)

)
and mR[a, b) = defX(a) − defX(b) =

rankX(b) − rankX(a) = μ∗(Y(a), Ŷb(a)
)
, both by (4.12) in Proposition 4.3. Similarly, if (X, U)

has constant kernel on [a, b), then KerX(t) ≡ KerX(b−) ⊆ KerX(b) for all t ∈ (a, b]. In 
this case mL(a, b] = defX(b) − defX(a) = rankX(a) − rankX(b) = μ

(
Y(b), Ŷa(b)

)
and also 

mR[a, b) = 0 = μ∗(Y(a), Ŷb(a)
)
, both by (4.17) in Proposition 4.4. Therefore, if (X, U) has 

constant kernel on (a, b] or [a, b), then in both cases the two formulas in (4.18) hold. �
Now we can proceed with the proofs of key equalities (4.6) and (4.7) in Theorem 4.1.

Proof of Theorem 4.1. Step I. First we prove that the equalities in (4.6)–(4.7) hold under the 
additional assumption that (X, U), resp. (X̃, Ũ ), has constant kernel on (a, b] or on [a, b). In 
this case we know by (4.18) applied to (X, U) and (X̃, Ũ ) that mL(a, b] = μ

(
Y(b), Ŷa(b)

)
and 

m̃L(a, b] = μ
(
Ỹ (b), Ŷa(b)

)
. Upon subtracting these two terms and using identity (4.8) at t = b

we obtain equality (4.6). Similarly, by (4.18) we know that mR[a, b) = μ∗(Y(a), Ŷb(a)
)

and 
m̃R[a, b) = μ∗(Ỹ (a), Ŷb(a)

)
, which in combination with identity (4.9) at t = a yields (4.7).

Step II. Let now (X, U) and (X̃, Ũ ) be arbitrary two conjoined bases of (H). From (1.1) it 
follows through Proposition 1.1 that (X, U) and (X̃, Ũ) have piecewise constant kernel on [a, b], 
that is, there exists a common partition T := {a = t0 < t1 < · · · < tk = b} of the interval [a, b]
such that for every j ∈ {0, 1, . . . , k−1} the kernel of X(t), resp. the kernel of X̃(t), is constant on 
(tj , tj+1] or on [tj , tj+1). Indeed, if a = τ0 < τ1 < · · · < τm = b are the points where the kernel 
of X(t) or the kernel of X̃(t) changes, then the desired partition T is formed by the points τi , 
i ∈ {0, 1, . . . , m}, and e.g. by the midpoints of the intervals (τi, τi+1) for i ∈ {0, 1, . . . , m −1}. By 
Part I of the proof we may apply identities (4.6) and (4.7) on each partition subinterval [tj , tj+1]
to get
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mL(tj , tj+1] − m̃L(tj , tj+1] = μ
(
Y(tj+1), Ỹ (tj+1)

) − μ
(
Y(tj ), Ỹ (tj )

)
,

mR[tj , tj+1) − m̃R[tj , tj+1) = μ∗(Y(tj ), Ỹ (tj )
) − μ∗(Y(tj+1), Ỹ (tj+1)

)
for every j ∈ {0, 1, . . . , k −1}. The results in (4.6) and (4.7) for arbitrary (X, U) and (X̃, Ũ ) now 
follow by the telescope summation. �
5. Further Sturmian separation theorems via comparative index

In this section we derive further Sturmian separation theorems for proper focal points of two 
conjoined bases of (H), as well as new and optimal bounds for the numbers of proper focal points 
of one conjoined basis of (H). These results are essentially based on Theorem 4.1. First we derive 
a formula, which relates the number of left proper focal points in (a, b] and the number of right 
proper focal points in [a, b) for one conjoined basis of (H).

Theorem 5.1. Assume that (1.1) holds. Then for any conjoined basis (X, U) of (H) its numbers 
of left proper focal points in (a, b] and right proper focal points in [a, b) satisfy

mL(a, b] + rankX(b) = mR[a, b) + rankX(a). (5.1)

Proof. Let (X, U) be a conjoined basis of (H). By Proposition 1.1 we know that the kernel of 
(X, U) is piecewise constant on [a, b], in particular, the numbers mL(a, b] and mR[a, b) are 
finite. Since by (1.5) and (1.6) we have

mL(a, b] = mL(a, b)+ defX(b)− defX(b−), mR[a, b) = mR(a, b)+ defX(a)− defX(a+),

it follows that formula (5.1) is equivalent with

mL(a, b) + rankX(b−) = mR(a, b) + rankX(a+). (5.2)

Therefore, the statement in the theorem will be proven once we show that (5.2) holds. Let 
t1, . . . , tm ∈ (a, b) be the points where the kernel of X(t) changes inside (a, b) and put t0 := a

and tm+1 := b. Then rankX(t) is constant on each interval (tj , tj+1), i.e., we may define the 
quantity rj := rankX(t) for t ∈ (tj , tj+1) and j ∈ {0, 1, . . . , m}. It follows that

mL(tj+1) = rj − rankX(tj+1), mR(tj ) = rj − rankX(tj ), j ∈ {0,1, . . . ,m}. (5.3)

Consequently, we have by the telescope summation

mL(a, b) − mR(a, b) =
m∑

j=1

[mL(tj ) − mR(tj ) ]

(5.3)=
m∑

j=1

[ rj−1 − rankX(tj ) − rj + rankX(tj ) ]

=
m∑

j=1

(rj−1 − rj ) = r0 − rm = rankX(a+) − rankX(b−).

Therefore, formula (5.2) and hence also (5.1) holds, which completes the proof. �
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The statements in Proposition 1.4 can be reformulated as∣∣mL(a, b] − m̃L(a, b] ∣∣ ≤ n,
∣∣mR[a, b) − m̃R[a, b)

∣∣ ≤ n. (5.4)

In the following results we use the comparative index as a tool, which allows to improve the 
estimates in (5.4).

Theorem 5.2 (Sturmian separation theorem). Assume that (1.1) holds. Then for any conjoined 
bases (X, U) and (X̃, Ũ) of (H) we have the estimates∣∣mL(a, b] − m̃L(a, b] ∣∣ ≤ min

{
rankW, r(a, b), r̃(a, b)

} ≤ n, (5.5)∣∣mR[a, b) − m̃R[a, b)
∣∣ ≤ min

{
rankW, r(a, b), r̃(a, b)

} ≤ n, (5.6)

where W is the (constant) Wronskian of (X, U) and (X̃, Ũ ) and

r(a, b) := max{rankX(a), rankX(b)}, r̃(a, b) := max{rank X̃(a), rank X̃(b)}. (5.7)

Proof. By formula (4.6) in Theorem 4.1 we know that the left-hand side of (5.5) is equal to 
|μ(b) −μ(a)|, where μ(t) is the abbreviation for μ

(
Y(t), Ỹ (t)

)
. From (2.8) we know that μ(a) ≤

min{rankW, rank X̃(a)} and μ(b) ≤ min{rankW, rank X̃(b)}, which yields that

|μ(b) − μ(a)| ≤ min{rankW, r̃(a, b)}, (5.8)

where r̃(a, b) is given in (5.7). If we now switch the roles of the conjoined bases (X, U) and 
(X̃, Ũ ), abbreviate μ

(
Ỹ (t), Y(t)

)
as μ̃(t), and use that the Wronskian of (X̃, Ũ ) and (X, U) is 

equal to −WT , then the formula μ(t) + μ̃(t) = rankW in (2.7) yields

|μ(b) − μ(a)| = |μ̃(b) − μ̃(a)| (5.8)≤ min{rankW, r(a, b)} (5.9)

with r(a, b) given again in (5.7). By combining (5.8) and (5.9) we obtain the estimate in (5.5). 
Formula (5.6) is proven in a similar way by using (4.7) and the properties of the dual comparative 
index in (2.7) and (2.8). �

Similarly with (4.2)–(4.5) we introduce the following notation involving the principal solu-
tions (X̂a, Ûa) and (X̂b, Ûb) of (H) at the points a and b, respectively:

m̂La(a, b] := the number of left proper focal points of (X̂a, Ûa) in (a, b], (5.10)

m̂Ra[a, b) := the number of right proper focal points of (X̂a, Ûa) in [a, b), (5.11)

m̂Lb(a, b] := the number of left proper focal points of (X̂b, Ûb) in (a, b], (5.12)

m̂Rb[a, b) := the number of right proper focal points of (X̂b, Ûb) in [a, b). (5.13)

These numbers turn out to be essential parameters in the Sturmian theory of system (H) on the 
interval [a, b].
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The next two results relate the numbers of left or right proper focal points of the principal 
solutions (X̂a, Ûa) and (X̂b, Ûb) in (a, b] and [a, b). More precisely, in (5.14) we show how to 
compute the number of left proper focal points of (X̂b, Ûb) in (a, b] in terms of the left proper 
focal points of (X̂a, Ûa) in (a, b], while in (5.15) we show the same for the right proper focal 
points of (X̂a, Ûa) in [a, b) in terms of the right proper focal points of (X̂b, Ûb) in [a, b).

Theorem 5.3. Assume that (1.1) holds. With the notation in (5.10)–(5.13) we have for the left 
and right focal points of the principal solutions (X̂a, Ûa) and (X̂b, Ûb) in (a, b] and [a, b), 
respectively, the equalities

m̂Lb(a, b] = m̂La(a, b] + rank X̂a(b) = m̂La(a, b] + rank X̂b(a), (5.14)

m̂Ra[a, b) = m̂Rb[a, b) + rank X̂b(a) = m̂Rb[a, b) + rank X̂a(b). (5.15)

Proof. We first apply Theorem 4.1 with (X, U) := (X̂b, Ûb) and (X̃, Ũ ) := (X̂a, Ûa) to get

m̂Lb(a, b] − m̂La(a, b] (4.6)= μ
(
E, Ŷa(b)

) − μ
(
Ŷb(a),E

) (2.9)= rank X̂a(b),

and then again Theorem 4.1 with (X, U) := (X̂a, Ûa) and (X̃, Ũ ) := (X̂b, Ûb) to get

m̂Ra[a, b) − m̂Rb[a, b)
(4.7)= μ∗(E, Ŷb(a)

) − μ∗(Ŷa(b),E
) (2.9)= rank X̂b(a).

This shows the first equalities in (5.14) and (5.15). For the second equalities we note that 
rank X̂a(b) = rank X̂b(a), which follows from the relation X̂b(a) = −X̂T

a (b) obtained by the 
evaluation of the constant Wronskian of (X̂a, Ûa) and (X̂b, Ûb) at t = a and t = b. �
Corollary 5.4. Assume that (1.1) holds. With the notation in (5.10)–(5.13) we have

m̂Ra[a, b) = m̂Lb(a, b], m̂La(a, b] = m̂Rb[a, b). (5.16)

Proof. By using Theorem 5.1 with (X, U) := (X̂a, Ûa) we obtain that

m̂La(a, b] + rank X̂a(b)
(5.1)= m̂Ra[a, b). (5.17)

Upon inserting (5.17) into (5.14) we obtain the first equality in (5.16). Similarly, we have

m̂La(a, b] (5.17)= m̂Ra[a, b) − rank X̂a(b)
(5.15)= m̂Rb[a, b),

which proves the second equality in (5.16). �
Remark 5.5. The equation m̂La(a, b] = m̂Rb[a, b) in (5.16) is a reformulation of the statement 
in Proposition 1.2, hence it is already known, see also [24, Corollary 4.8]. The proof in the 
latter reference is based on the oscillation theorem for the associated eigenvalue problem and its 
time-reversed form. In this paper we present a different proof, which depends on the properties 
of the comparative index rather than on the properties of the eigenvalues. Therefore, the present 
study is self-contained and independent on the results in [24].
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In the following result we derive new and optimal bounds for the numbers of left and right 
proper focal points of any conjoined basis (X, U) in (a, b] and [a, b), respectively. These bounds 
are optimal in a sense that they are formulated in terms of quantities, which do not depend on the 
chosen conjoined basis (X, U). More precisely, they are formulated in terms of the numbers of 
left and right proper focal points of principal solutions (X̂a, Ûa) and (X̂b, Ûb).

Theorem 5.6 (Sturmian separation theorem). Assume that (1.1) holds. Then for any conjoined 
basis (X, U) of (H) we have the inequalities

m̂La(a, b] ≤ mL(a, b] ≤ m̂Lb(a, b] = m̂La(a, b] + rank X̂a(b), (5.18)

m̂Rb[a, b) ≤ mR[a, b) ≤ m̂Ra[a, b) = m̂Rb[a, b) + rank X̂b(a). (5.19)

Proof. We apply Theorem 4.1 with (X̃, Ũ ) := (X̂a, Ûa) or (X̃, Ũ ) := (X̂b, Ûb) and use the fact 
that Ŷa(a) = E = Ŷb(b) and μ(Y, E) = 0 = μ∗(Y, E) by (2.9). Since the comparative index is 
nonnegative, it follows that

mL(a, b] − m̂La(a, b] (4.6)= μ
(
Y(b), Ŷa(b)

) − μ
(
Y(a),E

) (2.9)= μ
(
Y(b), Ŷa(b)

) ≥ 0,

(5.20)

mL(a, b] − m̂Lb(a, b] (4.6)= μ
(
Y(b),E

) − μ
(
Y(a), Ŷb(a)

) (2.9)= −μ
(
Y(a), Ŷb(a)

) ≤ 0.

(5.21)

Similarly, for the right proper focal points we have

mR[a, b) − m̂Rb[a, b)
(4.7)= μ∗(Y(a), Ŷb(a)

) − μ∗(Y(b),E
) (2.9)= μ∗(Y(a), Ŷb(a)

) ≥ 0,

(5.22)

mR[a, b) − m̂Ra[a, b)
(4.7)= μ∗(Y(a),E

) − μ∗(Y(b), Ŷa(b)
) (2.9)= −μ∗(Y(b), Ŷa(b)

) ≤ 0.

(5.23)

These calculations show that the first two inequalities in (5.18) and (5.19) are satisfied. The last 
equalities in (5.18) and (5.19) follow directly from Theorem 5.3. �
Remark 5.7. According to (5.16) in Corollary 5.4, the lower bounds in (5.18) and (5.19) are the 
same, as well as the upper bounds in (5.18) and (5.19) are the same. Moreover, these lower and 
upper bounds are independent on the conjoined basis (X, U). Since these bounds are attained 
for the specific choices of (X, U) := (X̂a, Ûa) and (X, U) := (X̂b, Ûb), the inequalities in (5.18)
and (5.19) cannot be improved – in the sense that the estimates (5.18) and (5.19) are satisfied for 
all conjoined bases (X, U) of (H).

The results in Theorem 5.6 yield another improvement of the estimates in (5.4). In particu-
lar, in contrast with Theorem 5.2 we obtain the estimates, which do not depend on the chosen 
conjoined bases (X, U) and (X̃, Ũ ). In addition, it allows to compare the numbers of left proper 
focal points of (X, U) and right proper focal points of (X̃, Ũ ) and vice versa.
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Corollary 5.8 (Sturmian separation theorem). Assume that (1.1) holds. Then for any conjoined 
bases (X, U) and (X̃, Ũ ) of (H) we have the estimates∣∣mL(a, b] − m̃L(a, b] ∣∣ ≤ rank X̂a(b) = rank X̂b(a) ≤ n, (5.24)∣∣mR[a, b) − m̃R[a, b)

∣∣ ≤ rank X̂b(a) = rank X̂a(b) ≤ n, (5.25)∣∣mL(a, b] − m̃R[a, b)
∣∣ ≤ rank X̂a(b) = rank X̂b(a) ≤ n. (5.26)

In particular, for one conjoined basis (X, U) of (H) we have

∣∣mL(a, b] − mR[a, b)
∣∣ = ∣∣ rankX(a) − rankX(b)

∣∣ ≤ rank X̂a(b) = rank X̂b(a) ≤ n. (5.27)

Proof. Inequality (5.24) follows from (5.18) in Theorem 5.6 applied to (X, U) and (X̃, Ũ ). 
Similarly, (5.25) follows from (5.19) applied to (X, U) and (X̃, Ũ). Next we apply inequality 
(5.18) to (X, U) and inequality (5.19) to (X̃, Ũ ) and use Corollary 5.4 to obtain (5.26). Finally, 
estimate (5.27) follows from Theorem 5.1 and from inequality (5.26) with (X̃, Ũ ) := (X, U). �

In the proof of Theorem 5.6 we derive the exact formulas

mL(a, b] = m̂La(a, b] + μ
(
Y(b), Ŷa(b)

)
, mR[a, b) = m̂Rb[a, b) + μ∗(Y(a), Ŷb(a)

)
,

(5.28)

which show how to calculate the number of left or right proper focal points of an arbitrary 
conjoined basis (X, U) of (H) as a sum of a quantity which does not depend on (X, U) and 
the comparative index of (X, U) with (X̂a, Ûa) at t = b, or the dual comparative index of (X, U)

with (X̂b, Ûb) at t = a. The formulas in (5.28) then highlight the importance of the comparative 
index in the Sturmian theory of linear Hamiltonian systems (H).

Formulas (5.28) are especially important for theoretical investigations about the proper focal 
points of (X, U). For practical purposes, e.g. in the oscillation theory, it is more convenient 
to have estimates for the numbers mL(a, b] and mR[a, b), which do not explicitly involve the 
possible complicated evaluation of the comparative index. In Theorem 5.9 below we present 
such estimates of mL(a, b] and mR[a, b). At the same time we show that the universal lower and 
upper bounds for mL(a, b] and mR[a, b) in Theorem 5.6 can be improved for some particular 
choice of (X, U).

Theorem 5.9 (Sturmian separation theorem). Assume that (1.1) holds. Then for any conjoined 
basis (X, U) of (H) we have the inequalities

m̂La(a, b] + rank X̂a(b) − min{rank X̂a(b), rankX(b)} ≤ mL(a, b], (5.29)

m̂La(a, b] + rankX(a) − min{rankX(a), rankX(b)} ≤ mL(a, b], (5.30)

mL(a, b] ≤ m̂La(a, b] + min{rankX(a), rank X̂a(b)}, (5.31)

and
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m̂Rb[a, b) + rank X̂b(a) − min{rank X̂b(a), rankX(a)} ≤ mR[a, b), (5.32)

m̂Rb[a, b) + rankX(b) − min{rankX(b), rankX(a)} ≤ mR[a, b), (5.33)

mR[a, b) ≤ m̂Rb[a, b) + min{rankX(b), rank X̂b(a)}. (5.34)

Proof. The estimates in (5.29) and (5.30) follow from a combination of (5.20) and Lemma 2.3, 
in which we take Y := Y(b), Ỹ := Ŷa(b), and W := XT (a) being the Wronskian of (X, U) and 
(X̂a, Ûa). With the same notation, the result in (5.31) follows from (5.20) and from the first 
condition in (2.8). In a similar way we obtain (5.32)–(5.34) from (5.22) and from Lemma 2.3
and the second condition in (2.8), in which we take Y := Y(a), Ỹ := Ŷb(a), and W := XT (b)

being the Wronskian of (X, U) and (X̂b, Ûb). �
The estimates in Theorems 5.6 and 5.9 yield the following improvement of Corollary 5.8.

Corollary 5.10 (Sturmian separation theorem). Assume that (1.1) holds. Then for any conjoined 
bases (X, U) and (X̃, Ũ) of (H) we have the estimates∣∣mL(a, b] − m̃L(a, b] ∣∣ ≤ min

{
max{rankX(a), rank X̃(a)}, rank X̂a(b)

} ≤ n, (5.35)∣∣mR[a, b) − m̃R[a, b)
∣∣ ≤ min

{
max{rankX(b), rank X̃(b)}, rank X̂b(a)

} ≤ n, (5.36)∣∣mL(a, b] − m̃R[a, b)
∣∣ ≤ min

{
max{rankX(a), rank X̃(b)}, rank X̂a(b)

} ≤ n. (5.37)

In particular, for one conjoined basis (X, U) of (H) we have∣∣mL(a, b] − mR[a, b)
∣∣ ≤ min

{
max{rankX(a), rankX(b)}, rank X̂a(b)

} ≤ n. (5.38)

Proof. From the lower bound in (5.18) and from the upper bound in (5.31) applied to (X, U)

and (X̃, Ũ ) we get the estimate∣∣mL(a, b] − m̃L(a, b] ∣∣ ≤ max
{

min{rankX(a), rank X̂a(b)}, min{rank X̃(a), rank X̂a(b)}}
.

Inequality (5.35) now follows from the fact that for any real numbers x, y, z we have the 
equality max{min{x, z}, min{y, z}} = min{max{x, y}, z}. In a similar way we obtain (5.36)
from the lower bound in (5.19) and from the upper bound in (5.34) applied to (X, U) and 
(X̃, Ũ ). Also, (5.37) follows by a combination of (5.18) and (5.31) applied to (X, U) and of 
(5.19) and (5.34) applied to (X̃, Ũ ). Finally, (5.38) is a consequence of (5.37) for the choice 
(X̃, Ũ ) := (X, U). Note also that (5.38) can be obtained from (5.27) in Corollary 5.8, if we 
realize that | rankX(a) − rankX(b)| ≤ max{rankX(a), rankX(b)}. �
Remark 5.11. The results in Corollary 5.10 have interesting consequences. Namely, it is pos-
sible to obtain an estimate for the difference of the left proper focal points of two conjoined 
bases (X, U) and (X̃, Ũ ) in the interval (a, b], which does not depend on the values at the right 
endpoint b. More precisely, inequality (5.35) implies that∣∣mL(a, b] − m̃L(a, b] ∣∣ ≤ max{rankX(a), rank X̃(a)} ≤ n. (5.39)

Similarly, inequality (5.36) yields the estimate
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∣∣ ≤ max{rankX(b), rank X̃(b)} ≤ n, (5.40)

which does not depend on the values at the left endpoint a. The results in (5.39) and (5.40) allow 
to compare the numbers of proper focal points of (X, U) and (X̃, Ũ ) in unbounded intervals, 
when the system (H) is nonoscillatory, see also Remark 7.6.

6. Continuity and limit properties of comparative index

In this section we derive two results regarding the continuity and limit properties of the 
comparative index and a connection of the comparative index (or its one-sided limits) with the 
multiplicities of proper focal points of a conjoined basis of (H) at a point t0.

Theorem 6.1. Assume that (1.1) holds. Then for any two conjoined bases (X, U) and (X̂, Û ) of 
(H) the following properties are satisfied.

(i) The comparative index μ
(
Y(t), Ỹ (t)

)
is piecewise constant on [a, b] and right continuous 

on [a, b). In addition,

lim
t→t−0

μ
(
Y(t), Ỹ (t)

) = μ
(
Y(t0), Ỹ (t0)

) − mL(t0) + m̃L(t0), t0 ∈ (a, b], (6.1)

and μ
(
Y(t), Ỹ (t)

)
is not left continuous at t0 ∈ (a, b] if and only if mL(t0) �= m̃L(t0).

(ii) The dual comparative index μ∗(Y(t), Ỹ (t)
)

is piecewise constant on [a, b] and left continu-
ous on (a, b]. In addition,

lim
t→t+0

μ∗(Y(t), Ỹ (t)
) = μ∗(Y(t0), Ỹ (t0)

) − mR(t0) + m̃R(t0), t0 ∈ [a, b), (6.2)

and μ∗(Y(t), Ỹ (t)
)

is not right continuous at t0 ∈ [a, b) if and only if mR(t0) �= m̃R(t0).

Proof. Let t0 ∈ (a, b] be fixed and let t ∈ (a, t0) be close to t0. We apply formula (4.6) in Theo-
rem 4.1 with a := t and b := t0 and let t ↗ t0. We have

mL(t0) − m̃L(t0) = lim
t→t−0

mL(t, t0] − lim
t→t−0

m̃L(t, t0] = lim
t→t−0

{
mL(t, t0] − m̃L(t, t0]

}
(4.6)= μ

(
Y(t0), Ỹ (t0)

) − lim
t→t−0

μ
(
Y(t), Ỹ (t)

)
. (6.3)

Similarly, if t0 ∈ [a, b) is fixed and t ∈ (t0, b) is close to t0, then we may assume without loss of 
generality that KerX(s) and Ker X̃(s) are constant for s ∈ (t0, t), so that both mL(t0, t] = 0 and 
m̃L(t0, t] = 0. Hence, by formula (4.6) with a := t0 and b := t and taking t ↘ t0 we have

0 = lim
t→t+0

{
mL(t0, t] − m̃L(t0, t]

} (4.6)= lim
t→t+0

μ
(
Y(t), Ỹ (t)

) − μ
(
Y(t0), Ỹ (t0)

)
. (6.4)

Formulas (6.3) and (6.4) show that the one-sided limits of μ
(
Y(t), Ỹ (t)

)
exist and that
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lim
t→t+0

μ
(
Y(t), Ỹ (t)

) = μ
(
Y(t0), Ỹ (t0)

)
, t0 ∈ [a, b), (6.5)

as well as (6.1) hold. Therefore, the comparative index μ
(
Y(t), Ỹ (t)

)
is right continuous on [a, b)

and it is not left continuous exactly at points t0 ∈ (a, b], where mL(t0) �= m̃L(t0). Moreover, 
since μ

(
Y(t), Ỹ (t)

)
attains only integer values, it follows from (6.1) and (6.5) that μ

(
Y(t), Ỹ (t)

)
is constant on some left neighborhood of every t0 ∈ (a, b] and on some right neighborhood of 
every t0 ∈ [a, b). These facts together with the compactness of [a, b] imply that μ

(
Y(t), Ỹ (t)

)
is 

piecewise constant on [a, b], which completes the proof of part (i). For part (ii) we proceed in 
a similar way by applying formula (4.7) in Theorem 4.1, once for t0 ∈ (a, b] with a := t , b := t0, 
and t ↗ t0 to get mR[t, t0) = 0 = m̃R[t, t0) and

0 = lim
t→t−0

{
mR[t, t0) − m̃R[t, t0)

} (4.7)= lim
t→t−0

μ∗(Y(t), Ỹ (t)
) − μ∗(Y(t0), Ỹ (t0)

)
, (6.6)

and once for t0 ∈ [a, b) with a := t0, b := t , and t ↘ t0 to get

mR(t0) − m̃R(t0) = lim
t→t+0

mR[t0, t) − lim
t→t+0

m̃R[t0, t) = lim
t→t+0

{
mR[t0, t) − m̃R[t0, t)

}
(4.7)= μ∗(Y(t0), Ỹ (t0)

) − lim
t→t+0

μ∗(Y(t), Ỹ (t)
)
. (6.7)

Equations (6.6) and (6.7) then show the statements in part (ii). �
Remark 6.2. Since μ

(
Y(t), Ỹ (t)

)
and μ∗(Y(t), Ỹ (t)

)
attain only nonnegative integer values, the 

existence of their one-sided limits showed in the proof of Theorem 6.1 is equivalent with the 
conditions

μ
(
Y(t), Ỹ (t)

) ≡ μ
(
Y(t0), Ỹ (t0)

) − mL(t0) + m̃L(t0) for all t ∈ (t0 − ε, t0),

μ
(
Y(t), Ỹ (t)

) ≡ μ
(
Y(t0), Ỹ (t0)

)
for all t ∈ (t0, t0 + ε),

μ∗(Y(t), Ỹ (t)
) ≡ μ∗(Y(t0), Ỹ (t0)

)
for all t ∈ (t0 − ε, t0),

μ∗(Y(t), Ỹ (t)
) ≡ μ∗(Y(t0), Ỹ (t0)

) − mR(t0) + m̃R(t0) for all t ∈ (t0, t0 + ε),

in all four cases for some ε > 0 depending on the chosen point t0.

The next result shows how to compute the multiplicities in (1.5) and (1.6) of left and right 
proper focal points of (X, U) at some point t0 by a limit involving the comparative index.

Theorem 6.3. Assume that (1.1) holds. Let (X, U) be a conjoined basis of (H) and let (X̂t , Ût )

be the principal solution of (H) at the point t , i.e., (3.1) holds with s = t . Then with the notation 
in (4.1) we have

mL(t0) = lim
t→t−0

μ
(
Y(t0), Ŷt (t0)

)
, t0 ∈ (a, b], (6.8)

mR(t0) = lim
t→t+0

μ∗(Y(t0), Ŷt (t0)
)
, t0 ∈ [a, b). (6.9)
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Proof. Let t0 ∈ (a, b] be fixed. For (6.8) we apply formula (4.6) on the interval [t, t0] with 
(X̃, Ũ ) := (X̂t , Ût ) being the principal solution at t , together with the notation (5.10) and (5.13)
on [t, t0]. First we observe that the principal solution (X̂t0, Ût0) of (H) at t0 has no right proper 
focal points in [t, t0) when t < t0 is close enough to t0, since the kernel of X̂t0(s) is constant for 
s ∈ [t, t0) in this case. Therefore, m̂Rt0[t, t0) = 0 for all t < t0 close enough to t0. This implies 
by (5.16) that also

m̂Lt (t, t0] = m̂Rt0[t, t0) = 0 for all t < t0 close enough to t0. (6.10)

By using Ŷt (t) = E and formula (2.9) we obtain that μ
(
Y(t), E

) = 0 and hence,

mL(t0) = lim
t→t−0

mL(t, t0] (6.10)= lim
t→t−0

{
mL(t, t0] − m̂Lt (t, t0]

}
(4.6)= lim

t→t−0

{
μ

(
Y(t0), Ŷt (t0)

) − μ
(
Y(t),E

)} = lim
t→t−0

μ
(
Y(t0), Ŷt (t0)

)
,

which proves (6.8). In a similar way, if t0 ∈ [a, b) is fixed, then the principal solution (X̂t0, Ût0)

of (H) has no left proper focal points in (t0, t] when t > t0 is close to t0, since the kernel of X̂t0(s)

is constant for s ∈ (t0, t] in this case. Therefore, by (5.16) we obtain

m̂Rt [t0, t) = m̂Lt0(t0, t] = 0 for all t > t0 close enough to t0. (6.11)

By using formula (2.9) we then obtain that μ∗(Y(t), E
) = 0 and hence,

mR(t0) = lim
t→t+0

mR[t0, t) (6.11)= lim
t→t+0

{
mR[t0, t) − m̂Rt [t0, t)

}
(4.7)= lim

t→t+0

{
μ∗(Y(t0), Ŷt (t0)

) − μ∗(Y(t),E
)} = lim

t→t+0
μ∗(Y(t0), Ŷt (t0)

)
.

This shows that (6.9) holds and the proof is complete. �
Remark 6.4. Formulas (6.10) and (6.11) in the above proof have the following interpretation. 
There exists ε > 0 such that for all t ∈ [t0 − ε, t0) the principal solution (X̂t , Ût ) of (H) at the 
point t has nonincreasing kernel on the interval (t, t0], and for all t ∈ (t0, t0 + ε] the principal 
solution (X̂t , Ût ) of (H) at the point t has nondecreasing kernel on the interval [t0, t). Therefore, 
by (5.15) in Theorem 5.3 together with m̂Rt0[t, t0) = 0, X̂t (t0) = −X̂T

t0
(t), and (3.20) we obtain

m̂Rt [t, t0) (5.15)= rank X̂t (t0) = rank X̂t0(t)
(3.20)= n − d[t, t0], t ∈ [t0 − ε, t0). (6.12)

Similarly, from (5.14) and (3.19) together with m̂Lt0(t0, t] = 0 we obtain

m̂Lt (t0, t] (5.14)= rank X̂t (t0) = rank X̂t0(t)
(3.19)= n − d[t0, t], t ∈ (t0, t0 + ε]. (6.13)
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In Theorem 6.3 we established the existence of the left-hand limit at t0 of the compar-
ative index μ

(
Y(t0), Ŷt (t0)

)
and the right-hand limit at t0 of the dual comparative index 

μ∗(Y(t0), Ŷt (t0)
)
. In the next result we show that these comparative indices have limits at the 

point t0 also from the opposite sides. It is surprising that the values of these limits then depend 
on the abnormality of system (H) in the corresponding left or right neighborhood of the point t0. 
We recall from Remark 3.4 the notation d±

t0
for the maximal order of abnormality of system (H)

at the point t0 from the right and left.

Theorem 6.5. Assume that (1.1) holds. Let (X, U) be a conjoined basis of (H) and let (X̂t , Ût )

be the principal solution of (H) at the point t . Then

lim
t→t+0

μ
(
Y(t0), Ŷt (t0)

) = n − d+
t0

, t0 ∈ [a, b), (6.14)

lim
t→t−0

μ∗(Y(t0), Ŷt (t0)
) = n − d−

t0
, t0 ∈ (a, b], (6.15)

where the numbers d+
t0

and d−
t0

are defined in (3.17) and (3.18).

Proof. Let t0, t ∈ [a, b] be given. Since the Wronskian of (X, U) and (X̂t , Ût ) is equal to XT (t), 
it follows from properties (2.6) and (2.7) that

μ
(
Y(t0), Ŷt (t0)

) + μ∗(Y(t0), Ŷt (t0)
) = rankX(t) + rank X̂t (t0) − rankX(t0). (6.16)

Assume that t0, t ∈ [a, b) with t0 < t . By (6.13) in Remark 6.4 we know that rank X̂t (t0) =
n − d[t0, t] when t is sufficiently close to t0. By Proposition 1.1 we also know that rankX(s) ≡
rankX(t+0 ) is constant on (t0, t] for t close to t0. Combining these facts with the limit in (6.9) in 
Theorem 6.3 we obtain from (6.16) that the limit of μ

(
Y(t0), Ŷt (t0)

)
as t → t+0 exists and

lim
t→t+0

μ
(
Y(t0), Ŷt (t0)

) = rankX(t+0 ) + lim
t→t+0

(
n − d[t0, t]

) − rankX(t0)

− lim
t→t+0

μ∗(Y(t0), Ŷt (t0)
)

(3.17)= rankX(t+0 ) − rankX(t0) + n − d+
t0

− mR(t0)
(1.6)= n − d+

t0
.

Therefore, equality (6.14) holds. Next we assume that t0, t ∈ (a, b] with t < t0. Then simi-
larly as above we obtain from (6.16) by using (6.12), (6.8), (3.18), and (1.5) that the limit of 
μ∗(Y(t0), Ŷt (t0)

)
as t → t−0 also exists and

lim
t→t−0

μ∗(Y(t0), Ŷt (t0)
) = rankX(t−0 ) + lim

t→t−0

(
n − d[t, t0]

) − rankX(t0)

− lim
t→t−0

μ
(
Y(t0), Ŷt (t0)

)
(3.18)= rankX(t−0 ) − rankX(t0) + n − d−

t0
− mL(t0)

(1.5)= n − d−
t0

.

Therefore, equality (6.15) holds and the proof is complete. �
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Remark 6.6. Since the values of the comparative index μ
(
Y(t0), Ŷt (t0)

)
and the dual compara-

tive index μ∗(Y(t0), Ŷt (t0)
)

are nonnegative integers, the existence of the limits in (6.8), (6.14)
and in (6.9), (6.15) is equivalent, respectively, to the statements

μ
(
Y(t0), Ŷt (t0)

) ≡
{

mL(t0) for all t ∈ (t0 − ε, t0) for some ε > 0,

n − d+
t0

for all t ∈ (t0, t0 + ε) for some ε > 0,
(6.17)

μ∗(Y(t0), Ŷt (t0)
) ≡

{
n − d−

t0
for all t ∈ (t0 − ε, t0) for some ε > 0,

mR(t0) for all t ∈ (t0, t0 + ε) for some ε > 0.
(6.18)

Equations (6.17) and (6.18) show that the values of the comparative index μ
(
Y(t0), Ŷt (t0)

)
for t

in a right neighborhood of t0 and of the dual comparative index μ∗(Y(t0), Ŷt (t0)
)

for t in a left 
neighborhood of t0 do not depend on the choice of the conjoined basis (X, U). Hence, the limits 
in (6.14) and (6.15) also do not depend on the choice of (X, U).

Remark 6.7. Formula (6.16) together with Proposition 4.3 implies that if t0, t ∈ [a, b] are such 
that t0 < t and a conjoined basis (X, U) has constant kernel on (t0, t], then

μ∗(Y(t0), Ŷt (t0)
) = rankX(t) − rankX(t0), μ

(
Y(t0), Ŷt (t0)

) = rank X̂t (t0). (6.19)

Similarly, if t < t0 and (X, U) has constant kernel on [t, t0), then formula (6.16) and Proposi-
tion 4.4 yield the equalities

μ
(
Y(t0), Ŷt (t0)

) = rankX(t) − rankX(t0), μ∗(Y(t0), Ŷt (t0)
) = rank X̂t (t0). (6.20)

The expressions in (6.19) and (6.20) can be utilized for an easier evaluation of the limits in (6.14)
and (6.15).

7. Examples and concluding remarks

We conclude this paper by several examples, which illustrate our new theory, and by remarks 
about the results of this paper, related topics, and future research directions. First we consider 
a scalar controllable system (H) from [31, Example 7.1].

Example 7.1. Let n = 1, [a, b] = [0, 2], A(t) ≡ 0, B(t) = 1 + t2, and C(t) = −2/(1 + t2)2. 
Since B(t) > 0, it follows that system (H) is completely controllable on the interval [0, 2]. The 
principal solutions of (H) at the points a = 0 and b = 2 are(

X̂a(t), Ûa(t)
) = (

t, 1/(1 + t2)
)
,

(
X̂b(t), Ûb(t)

) = (
2t2 − 3t − 2, (4t − 3)/(1 + t2)

)
.

For their numbers of left and right proper focal points we then have

m̂La(0,2] = 0, m̂Ra[0,2) = 1, m̂Lb(0,2] = 1, m̂Rb[0,2) = 0,

because (X̂a, Ûa) has the only right proper focal point at t = 0 and (X̂b, Ûb) has the only left 
proper focal point at t = 2. Since rank X̂a(2) = 1 = rank X̂b(0), we can see that



938 P. Šepitka, R. Šimon Hilscher / J. Differential Equations 262 (2017) 914–944

m̂Lb(0,2] = 1 = m̂La(0,2] + rank X̂a(2), m̂Ra[0,2) = 1 = m̂Rb[0,2) + rank X̂b(0),

as we claim in (5.14) and (5.15) in Theorem 5.3. At the same time we have

m̂Ra[0,2) = 1 = m̂Lb(0,2], m̂La(0,2] = 0 = m̂Rb[0,2),

as we claim in (5.16) in Corollary 5.4. Moreover, by (5.18) and (5.19) in Theorem 5.6 every 
conjoined basis (X, U) of (H) satisfies

0 ≤ mL(0,2] ≤ 1, 0 ≤ mR[0,2) ≤ 1. (7.1)

For example, consider the conjoined bases(
X(t), U(t)

) = (−t2+2t+1, (−2t+2)/(1+t2)
)
,

(
X̃(t), Ũ (t)

) = (−t2+1, −2t/(1+t2)
)
,

which of course satisfy (7.1), since mL(0, 2] = 0 = mR[0, 2) and m̃L(0, 2] = 1 = m̃R[0, 2). In 
the latter case the left and right proper focal point of (X̃, Ũ ) is at t = 1. For the differences of the 
numbers of the left/right proper focal points of (X, U) and (X̃, Ũ ) we then have∣∣mL(0,2] − m̃L(0,2] ∣∣ = 1,

∣∣mL(0,2] − m̃R[0,2)
∣∣ = 1,

∣∣mL(0,2] − mR[0,2)
∣∣ = 0 ≤ 1,∣∣mR[0,2) − m̃R[0,2)

∣∣ = 1,
∣∣mR[0,2) − m̃L(0,2] ∣∣ = 1,

∣∣ m̃L(0,2] − m̃R[0,2)
∣∣ = 0 ≤ 1,

which illustrate the estimates (5.24)–(5.27) in Corollary 5.8. Also, since in this case we have 
rankX(0) = 1 = rankX(2) and rank X̃(0) = 1 = rank X̃(2), the equalities

mL(0,2] + rankX(2) = 1 = mR[0,2) + rankX(0),

m̃L(0,2] + rank X̃(2) = 2 = m̃R[0,2) + rank X̃(0)

illustrate the validity of (5.1) in Theorem 5.1. Concerning the comparative index μ
(
Y(t), Ỹ (t)

)
and the dual comparative index μ∗(Y(t), Ỹ (t)

)
, we have by (2.3)–(2.4) that W ≡ −2, M(t) ≡ 0, 

V (t) ≡ 1, and P(t) = 2(t2 − 1)/(−t2 + 2t + 1). Therefore, rankM(t) ≡ 0 and

μ
(
Y(t), Ỹ (t)

) = indP(t) = ind (t2 − 1) =
{

1, t ∈ [0,1),

0, t ∈ [1,2],

μ∗(Y(t), Ỹ (t)
) = ind [−P(t)] = ind (1 − t2) =

{
0, t ∈ [0,1],
1, t ∈ (1,2].

Consequently, we obtain

mL(0,2] − m̃L(0,2] = −1 = μ
(
Y(2), Ỹ (2)

) − μ
(
Y(0), Ỹ (0)

)
,

mR[0,2) − m̃R[0,2) = −1 = μ∗(Y(0), Ỹ (0)
) − μ∗(Y(2), Ỹ (2)

)
,

which illustrate equalities (4.6) and (4.7) in Theorem 4.1.
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In our second example we consider an abnormal system (H) and, in addition to the Sturmian 
separation theorems illustrated in Example 7.1, we also analyze the continuity and limit proper-
ties of the comparative index. This example is motivated by [35, Example 3.4].

Example 7.2. Let n = 2, [a, b] = [π
2 , 7π

2 ], A(t) ≡ 0, C(t) ≡ −I , and

B(t) :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

1 0
0 0

)
, t ∈ [π

2 ,π) ∪ [2π,3π),(
0 0
0 1

)
, t ∈ [π,2π) ∪ [3π, 7π

2 ].

If J ⊆ [π
2 , 7π

2 ] is a given interval, then the order of abnormality d(J ) = 1 if the interval J
does not contain the points π , 2π , 3π in its interior, and otherwise d(J ) = 0. In particular, 
d[π

2 , 7π
2 ] = 0. The principal solution of (H) at a = π

2 has the form

(
X̂a(t), Ûa(t)

) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

((− cos t 0
0 0

)
,

(
sin t 0

0 1

))
, t ∈ [π

2 ,π],((
1 0
0 − sin t

)
,

(
π − t 0

0 − cos t

))
, t ∈ [π,2π ],((

cos t − π sin t 0
0 0

)
,

(− sin t − π cos t 0
0 −1

))
, t ∈ [2π,3π ],((−1 0

0 sin t

)
,

(
t − 2π 0

0 cos t

))
, t ∈ [3π, 7π

2 ],

and the principal solution of (H) at b = 7π
2 has the form

(
X̂b(t), Ûb(t)

) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

((
sin t 0

0 1

)
,

(
cos t 0

0 2π − t

))
, t ∈ [π

2 ,π],((
0 0
0 − cos t − π sin t

)
,

(−1 0
0 sin t − π cos t

))
, t ∈ [π,2π ],((− sin t 0

0 −1

)
,

(− cos t 0
0 t − 3π

))
, t ∈ [2π,3π ],((

0 0
0 cos t

)
,

(
1 0
0 − sin t

))
, t ∈ [3π, 7π

2 ].

For the analysis of the proper focal points of (X̂a, Ûa) and (X̂b, Ûb) as well as of some other 
conjoined bases of (H) we introduce the special points τ1, . . . , τ6 ∈ (π

2 , 7π
2 ) defined as

τ1 := arccotg(−2π) ≈ 0.95π, τ2 := π + arccotgπ ≈ 1.1π,

τ3 := π + arccotg(−π) ≈ 1.9π, τ4 := 2π + arccotgπ ≈ 2.1π,

τ5 := 2π + arccotg(−π) ≈ 2.9π, τ6 := 3π + arccotg(2π) ≈ 3.05π.

These points are located according to the inequalities
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a = π
2 < τ1 < π < τ2 < 3π

2 < τ3 < 2π < τ4 < 5π
2 < τ5 < 3π < τ6 < b = 7π

2 .

The numbers and locations of the left and right proper focal points of the principal solutions 
(X̂a, Ûa) and (X̂b, Ûb) in the intervals (π

2 , 7π
2 ] and [π

2 , 7π
2 ) are

m̂La(
π
2 , 7π

2 ] = 2 (located at 2π , τ4), m̂Ra[π
2 , 7π

2 ) = 4 (located at π
2 , π , τ4, 3π),

m̂Lb(
π
2 , 7π

2 ] = 4 (located at π , τ3, 3π , 7π
2 ), m̂Rb[π

2 , 7π
2 ) = 2 (located at τ3, 2π),

and the multiplicity of each left and right proper focal point is 1. Since we have in this case 
rank X̂a(

7π
2 ) = 2 = rank X̂b(

π
2 ), the equalities

m̂Lb(
π
2 , 7π

2 ] = 4 = m̂La(
π
2 , 7π

2 ] + rank X̂a(
7π
2 ),

m̂Ra[π
2 , 7π

2 ) = 4 = m̂Rb[π
2 , 7π

2 ) + rank X̂b(
π
2 ),

m̂Ra[π
2 , 7π

2 ) = 4 = m̂Lb(
π
2 , 7π

2 ], m̂La(
π
2 , 7π

2 ] = 2 = m̂Rb[π
2 , 7π

2 )

illustrate the validity of Theorem 5.3 and Corollary 5.4. By Theorem 5.6 we conclude that for 
every conjoined basis (X, U) of (H) we have

2 ≤ mL(π
2 , 7π

2 ] ≤ 4, 2 ≤ mR[π
2 , 7π

2 ) ≤ 4. (7.2)

We demonstrate the validity of (7.2) with the conjoined basis (X, U) defined by

(
X(t),U(t)

) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

((
cos t 0

0 1

)
,

(− sin t 0
0 −t

))
, t ∈ [π

2 ,π],((−1 0
0 π sin t − cos t

)
,

(
t − π 0

0 π cos t + sin t

))
, t ∈ [π,2π ],((

π sin t − cos t 0
0 −1

)
,

(
π cos t + sin t 0

0 t − π

))
, t ∈ [2π,3π ],((

1 0
0 cos t − 2π sin t

)
,

(
2π − t 0

0 − sin t − 2π cos t

))
, t ∈ [3π, 7π

2 ],

and the conjoined basis (X̃, Ũ ) defined by

(
X̃(t), Ũ (t)

) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

((
2π sin t + cos t 0

0 1

)
,

(
2π cos t − sin t 0

0 2π − t

))
, t ∈ [π

2 ,π],((−1 0
0 − cos t − π sin t

)
,

(
t − 3π 0

0 sin t − π cos t

))
, t ∈ [π,2π ],((− cos t − π sin t 0

0 −1

)
,

(
sin t − π cos t 0

0 t − 3π

))
, t ∈ [2π,3π ],((

1 0
0 cos t

)
,

(
4π − t 0

0 − sin t

))
, t ∈ [3π, 7π

2 ].
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The numbers and locations of the left and right proper focal points of (X, U) and (X̃, Ũ ) are

mL(π
2 , 7π

2 ] = 3 (located at τ2, τ4, τ6), mR[π
2 , 7π

2 ) = 4 (located at π
2 , τ2, τ4, τ6),

m̃L(π
2 , 7π

2 ] = 4 (located at τ1, τ3, τ5, 7π
2 ), m̃R[π

2 , 7π
2 ) = 3 (located at τ1, τ3, τ5),

and the multiplicity of each left and right proper focal point is again 1. Since in this case 
rank X̂a(

7π
2 ) = 2 = rank X̂b(

π
2 ), the inequalities in Corollary 5.8 are then illustrated by∣∣mL(π

2 , 7π
2 ] − m̃L(π

2 , 7π
2 ] ∣∣ = 1 ≤ 2,

∣∣mR[π
2 , 7π

2 ) − m̃R[π
2 , 7π

2 )
∣∣ = 1 ≤ 2,∣∣mL(π

2 , 7π
2 ] − m̃R[π

2 , 7π
2 )

∣∣ = 0 ≤ 2,
∣∣mR[π

2 , 7π
2 ) − m̃L(π

2 , 7π
2 ] ∣∣ = 0 ≤ 2,∣∣mL(π

2 , 7π
2 ] − mR[π

2 , 7π
2 )

∣∣ = 1 ≤ 2,
∣∣ m̃L(π

2 , 7π
2 ] − m̃R[π

2 , 7π
2 )

∣∣ = 1 ≤ 2.

Also, since rankX(π
2 ) = 1 = rank X̃( 7π

2 ) and rankX( 7π
2 ) = 2 = rank X̃(π

2 ), the equalities

mL(π
2 , 7π

2 ] + rankX( 7π
2 ) = 5 = mR[π

2 , 7π
2 ) + rankX(π

2 ),

m̃L(π
2 , 7π

2 ] + rank X̃( 7π
2 ) = 5 = m̃R[π

2 , 7π
2 ) + rank X̃(π

2 )

illustrate the validity of Theorem 5.1.
Next we calculate the comparative index μ

(
Y(t), Ỹ (t)

)
and the dual comparative index 

μ∗(Y(t), Ỹ (t)
)
. The constant Wronskian of (X, U) and (X̃, Ũ ) is W = 2πI . Therefore, by (2.4)

we have M(t) = 2π [I − X†(t) X(t)]. This shows that M(t) is symmetric and rankM(t) =
def X(t). This implies that V (t) = X†(t) X(t) = P(t) and P(t) = 2πX†(t) X̃(t) P(t). Since the 
matrices X(t) and X̃(t) are diagonal, they commute and indP(t) = indX(t) X̃(t). Therefore, by 
(2.3) we have in this case the expressions

μ
(
Y(t), Ỹ (t)

) = def X(t) + indX(t) X̃(t), μ∗(Y(t), Ỹ (t)
) = def X(t) + ind [−X(t) X̃(t)].

This yields after straightforward calculations that

μ(t) := μ
(
Y(t), Ỹ (t)

) =
{

1, t ∈ [π
2 , τ1) ∪ [τ2, τ3) ∪ [τ4, τ5) ∪ [τ6,

7π
2 ),

0, t ∈ [τ1, τ2) ∪ [τ3, τ4) ∪ [τ5, τ6) ∪ { 7π
2 },

μ∗(t) := μ∗(Y(t), Ỹ (t)
) =

{
2, t ∈ {π

2 } ∪ (τ1, τ2] ∪ (τ3, τ4] ∪ (τ5, τ6],
1, t ∈ (π

2 , τ1] ∪ (τ2, τ3] ∪ (τ4, τ5] ∪ (τ6,
7π
2 ].

We can see that μ(t) and μ∗(t) are piecewise constant on [π
2 , 7π

2 ] and that μ(t) is right-
continuous on [π

2 , 7π
2 ) and μ∗(t) is left-continuous on (π

2 , 7π
2 ], as we claim in Theorem 6.1. 

The discontinuity points of μ(t) are located at τ1–τ6 and at 7π
2 , and the discontinuity points of 

μ∗(t) are located at π
2 and at τ1–τ6. Moreover, according to (6.1) and (6.2) the jumps in the 

values of μ(t) and μ∗(t) at each discontinuity point t0 satisfy

μ(t0) − lim
t→t−0

μ(t) = mL(t0) − m̃L(t0), μ∗(t0) − lim
t→t+0

μ∗(t) = mR(t0) − m̃R(t0). (7.3)
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For example, the differences in (7.3) are equal to 1 when t0 ∈ {τ2, τ4, τ6} and they are equal to 
−1 when t0 ∈ {τ1, τ3, τ5}. Also, Theorem 4.1 is illustrated by the equalities

mL(π
2 , 7π

2 ] − m̃L(π
2 , 7π

2 ] = −1 = μ( 7π
2 ) − μ(π

2 ),

mR[π
2 , 7π

2 ) − m̃R[π
2 , 7π

2 ) = 1 = μ∗(π
2 ) − μ∗( 7π

2 ).

Next we will illustrate the validity of Theorems 6.3 and 6.5 at some given t0, e.g., at the 
point t0 = τ2 ∈ [π, 2π ]. For this purpose we need to calculate the value of the principal solution 
(X̂t , Ût ) at the point τ2 for t in some neighborhood of τ2. We can directly verify that

(
X̂t (s), Ût (s)

) =
((

0 0
0 sin(s − t)

)
,

(
1 0
0 cos(s − t)

))
, s, t ∈ [π,2π ]. (7.4)

The conjoined basis (X, U) is invertible (and hence has constant kernel) on the intervals [π, τ2)

and (τ2, 2π ] and it has a left and right proper focal point at τ2, with rankX(τ2) = 1. Therefore, 
we obtain from Remark 6.7 that

μ∗(Y(τ2), Ŷt (τ2)
) = 1, μ

(
Y(τ2), Ŷt (τ2)

) = rank X̂t (τ2), t ∈ (τ2,2π ], (7.5)

μ
(
Y(τ2), Ŷt (τ2)

) = 1, μ∗(Y(τ2), Ŷt (τ2)
) = rank X̂t (τ2), t ∈ [π, τ2). (7.6)

From (7.4) we get that rank X̂t (τ2) = 1 for all t ∈ [π, 2π ], t �= τ2. Since d[t, τ2] = 1 for t ∈
[π, τ2) and d[τ2, t] = 1 for t ∈ (τ2, 2π ], it follows by (3.17) and (3.18) that d±

τ2
= 1. Then we 

obtain from (7.5) and (7.6) that

lim
t→τ−

2

μ
(
Y(τ2), Ŷt (τ2)

) = 1 = mL(τ2), lim
t→τ+

2

μ
(
Y(τ2), Ŷt (τ2)

) = 1 = n − d+
τ2

,

lim
t→τ−

2

μ∗(Y(τ2), Ŷt (τ2)
) = 1 = n − d−

τ2
, lim

t→τ+
2

μ∗(Y(τ2), Ŷt (τ2)
) = 1 = mR(τ2).

These one-sided limits coincide with those in Theorems 6.3 and 6.5, compare also with Re-
mark 6.6.

Remark 7.3. The results in this paper (in particular, in Theorems 4.1, 5.2, 5.6, 5.9, 6.1, 6.3 and 
in Corollaries 5.8, 5.10) are new even for a completely controllable system (H). In this case the 
left and right proper focal points of (X, U) coincide, since the matrix X(t) is invertible on [a, b]
except at finitely many isolated points.

Remark 7.4. Some results in this paper about the numbers of focal points of conjoined bases 
of linear Hamiltonian system (H) can be regarded as continuous analogs of discrete time results 
for conjoined bases of a symplectic difference system. More precisely, formulas (4.6) and (4.7)
correspond to [13, Corollary 3.1 and Equation (3.4)], formula (5.1) corresponds to [13, Equa-
tion (3.5)], formulas (5.14) and (5.15) correspond to [7, Equations (4.27a)–(4.27b)], formula 
(5.16) corresponds to [13, Lemma 3.3] and [7, Equations (4.29a)–(4.29b)], inequality (5.31) cor-
responds to [3, Theorem 3.2], and formulas (6.8) and (6.9) correspond to [13, Corollary 3.1]. 
In this respect the discrete time theory motivates the development in the continuous time theory, 
which is the opposite direction compared to the traditional approach. On the other hand, it is easy 
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to see that the new estimates in Theorems 5.6 and 5.9 and in Corollaries 5.8 and 5.10 can now be 
derived also in the discrete time setting for symplectic systems.

Remark 7.5. During the preparation of the final version of this paper in June 2016, we were 
notified about the paper [15] by J. Elyseeva. Her paper deals with comparison and separation 
theorems for left proper focal points in (a, b] of two conjoined bases of two different linear 
Hamiltonian systems of the form (H) satisfying the Sturm majorant condition. Hence, in some 
sense her results are more general than ours in this paper. More specifically, formula (4.6) in our 
Theorem 4.1, the statement (i) in our Theorem 6.1, and equality (6.8) in our Theorem 6.3 are 
contained in [15] as Theorems 2.2, 2.3, and Lemma 3.1. We would like to emphasize that the 
results in the present paper were derived independently of [15] and, to our knowledge, in about 
the same time. Also, our proofs use different techniques and they are more straightforward, as 
we deal with one system (H) only. In addition, we derive our results for the right proper focal 
points as well, and relate them with those for the left proper focal points.

Remark 7.6. The results in this paper open new directions in the oscillation theory of linear 
Hamiltonian systems as well as self-adjoint Sturm–Liouville differential equations. For example, 
singular Sturmian type theorems for a controllable system (H) on unbounded intervals [a, ∞), 
(−∞, b], or (−∞, ∞) are proven in [11]. We are convinced that it is now possible to generalize 
and complete the results in [11] to uncontrollable systems (H) by using the comparative index. 
We also believe that the comparative index will lead to solving the fundamental questions about 
possible distribution and locations of (left and right proper) focal points of conjoined bases of 
(H) in [a, b]. These topics will be discussed in our subsequent work.
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1. Introduction

Let n ∈ N be a given dimension. In this paper we consider the linear Hamiltonian system

x′ = A(t) x + B(t)u, u′ = C(t) x − AT (t)u, t ∈ I, (H)

where I ⊆ R is a fixed interval (not necessarily compact) and A, B, C : I → Rn×n are given 
piecewise continuous matrix-valued functions on I such that B(t) and C(t) are symmetric and 
the Legendre condition holds, i.e.,

B(t) ≥ 0 for all t ∈ I. (1.1)

The purpose of the paper is to develop new fundamental results in the Sturmian theory of 
a nonoscillatory system (H) on the interval I = [a, ∞) or I = (−∞, b], in particular to de-
rive the Sturmian separation theorems concerning the numbers of focal points in I of conjoined 
bases of (H). We refer to Section 2 for the definitions of a conjoined basis and the nonoscillation 
of (H). We show that the known Sturmian separation theorems on a compact interval I = [a, b]
can be extended to the unbounded interval I = [a, ∞) or I = (−∞, b]. The main ingredients 
in this extension are the new concept of a multiplicity of a focal point at infinity for conjoined 
bases of (H), which we introduce in this paper, and using the minimal principal solution of (H) at 
infinity from [25] as the reference solution for counting the focal points. As a natural tool, which 
connects these two concepts, we use the comparative index from [9,10], which was recently 
implemented into the theory of linear Hamiltonian systems by the authors in [30] and indepen-
dently by Elyseeva in [12,13]. We note that the first applications of the comparative index in the 
continuous time theory were derived in [11, Section 3].

It is known in [19, Theorem 3] or in [14, Proof of Lemma 3.6(a)] that under (1.1) every 
conjoined basis (X, U) of (H) has the kernel of X(t) piecewise constant on I , i.e., the kernel 
of X(t) changes finitely many times in any compact subinterval of I . In this case we say that 
(X, U) has a left proper focal point at t0 ∈ I if KerX(t−0 ) � KerX(t0) with the multiplicity

mL(t0) := def X(t0) − def X(t−0 ), (1.2)

and a right proper focal point at t0 ∈ I if KerX(t+0 ) � KerX(t0) with the multiplicity

mR(t0) := def X(t0) − def X(t+0 ), (1.3)

see [20,34]. The notations KerX(t±0 ), def X(t±0 ), and later rankX(t±0 ) represent the one-
sided limits at t0 of the piecewise constant quantities KerX(t), def X(t) := dim KerX(t), and 
rankX(t).

In the historical development of the Sturmian theory for system (H) on a compact interval I =
[a, b] the principal solutions at the points a and b play a fundamental role, see [21, Corollary 1, 
p. 336], [20, Corollary 4.8], [32, Theorems 1.4–1.5], and recently [30, Theorem 5.6]. We recall 
that the principal solution (X̂s, Ûs) of (H) at the point s ∈ [a, b] is defined as the solution of (H)
starting with the initial conditions

X̂s(s) = 0, Ûs(s) = I. (1.4)
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For future reference in the paper we state the following result from [30, Theorem 5.6]. We em-
phasize that the focal points are always counted including their multiplicities. A more detailed 
statement is presented in Proposition 2.2.

Proposition 1.1. Assume that (1.1) holds with I = [a, b]. If the principal solution (X̂a, Ûa) of 
(H) has m left proper focal points in (a, b], then any other conjoined basis of (H) has at least m
and at most m + rank X̂a(b) left proper focal points in (a, b]. Similarly, if the principal solution 
(X̂b, Ûb) of (H) has m right proper focal points in [a, b), then any other conjoined basis of (H)
has at least m and at most m + rank X̂b(a) right proper focal points in [a, b).

We note that rank X̂a(b) = rank X̂b(a), since this quantity is equal to the rank of the (constant) 
Wronskian of the two solutions (X̂a, Ûa) and (X̂b, Ûb).

The above result in Proposition 1.1 holds for a general system (H) without any controlla-
bility assumption. Recall that system (H) is completely controllable on I if the trivial solution (
x(t), u(t)

) ≡ (0, 0) is the only solution of (H), for which x(t) ≡ 0 on a nondegenerate subinter-
val of I . When I = [a, ∞) resp. I = (−∞, ∞) and system (H) is completely controllable on I , 
then Došlý and Kratz proved in [8, Theorem 1 and Corollary 1] the following results.

Proposition 1.2. Assume that (1.1) holds with I = [a, ∞), system (H) is completely controllable 
on [a, ∞) and nonoscillatory at ∞. If the principal solution of (H) at infinity has m focal points 
in [a, ∞), then any other conjoined basis of (H) has at least m focal points in [a, ∞).

Proposition 1.3. Assume that (1.1) holds with I = (−∞, ∞), system (H) is completely control-
lable on (−∞, ∞) and nonoscillatory at ±∞. Then the principal solutions of (H) at infinity and 
minus infinity have the same number of focal points in (−∞, ∞).

For a completely controllable system (H) on [a, ∞) we know by [18, Theorem 4.1.3] that 
KerX(t±0 ) = {0} for every point t0 ∈ [a, ∞). This means that the notions of left and right proper 
focal points in (1.2) and (1.3) coincide, i.e., mL(t0) = mR(t0), and the corresponding multiplicity 
is

m(t0) := defX(t0). (1.5)

Recall that the principal solution (X̂∞, Û∞) of (H) at infinity is defined as a conjoined basis 
of (H), for which X̂∞(t) is invertible on some interval [α, ∞) and

lim
t→∞

( t∫
α

X̂−1∞ (s)B(s) X̂T −1∞ (s)ds

)−1

= 0.

According to [21, Theorem VII.3.3] or [5, Theorem 3, p. 43] or [16, Section XI.10.5(i)–(ii)], 
this solution exists and is unique up to a constant right nonsingular multiple when system (H)
is nonoscillatory and completely controllable on [a, ∞). However, the questions regarding the 
validity of the estimates in Proposition 1.1 on unbounded intervals (i.e., for b = ∞), as well as 
removing the complete controllability assumption in Propositions 1.2 and 1.3 remained open.

In this paper we provide a solution to both of the two above problems. We show that in the 
absence of the controllability assumption the minimal principal solution of (H) at infinity from 
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[25,26] should be used as the reference solution for counting the (left and right proper) focal 
points. According to [25, Definition 7.1], this solution is defined as a conjoined basis (X̂∞, Û∞)

of (H), for which the kernel of X̂∞(t) is constant on some interval [α, ∞) and

lim
t→∞

( t∫
α

X̂†∞(s)B(s) X̂† T∞ (s)ds

)†

= 0, (1.6)

where the dagger denotes the Moore–Penrose pseudoinverse [2–4]. Similarly to the controllable 
case, the minimal principal solution of (H) at infinity exists and is unique up to a constant right 
nonsingular multiple when the system (H) is nonoscillatory, see [25, Theorems 7.2 and 7.6] and 
Proposition 2.9.

The second main ingredient of the present paper is concerned with the definition of the multi-
plicity of a focal point at infinity (Definition 3.1) for conjoined bases of (H). This is a completely 
new notion in the theory of differential equations (it is new even in the controllable case), which 
is related to a unified view on the principal solutions of (H) at a finite point and at infinity. In [31, 
Theorem 5.8] we proved that these two types of solutions coincide, that is, the principal solution 
at t0 is in fact the (left and right) minimal principal solution of (H) at t0 in a sense parallel to (1.6). 
Then, motivated by the result in [31, Theorem 6.1], we define the multiplicity of a focal point of 
(X, U) at infinity as the difference of the defect of its associated T -matrix Tα, ∞ and the order of 
abnormality of system (H) on [α, ∞). The matrix Tα, ∞ is defined by

Tα, ∞ := lim
t→∞S †

α (t), Sα(t) :=
t∫

α

X†(s)B(s)X† T (s)ds, t ∈ [α,∞), (1.7)

where α ∈ [a, ∞) is such that the kernel of X(t) is constant on [α, ∞). Using this new concept 
we prove (Theorem 5.7) that the results in Proposition 1.1 extend naturally to unbounded inter-
vals, when the multiplicities of the left proper focal points are counted in the interval (a, ∞]. In 
particular, the multiplicity of the (left) focal point at infinity should be included.

The results in Proposition 1.1 are essentially based on using the comparative index, which was 
introduced by Elyseeva in [9,10], to express the difference of the numbers of left proper focal 
points of two conjoined bases (X, U) and (X̃, Ũ ) of (H) in (a, b]. Similarly, the dual comparative 
index is used for the difference of the numbers of right proper focal points of (X, U) and (X̃, Ũ )

in [a, b), see Subsection 2.2. As a main tool for proving our new Sturmian separation theorems 
we derive (Theorem 5.1) extensions of the above mentioned formulas to unbounded intervals 
(a, ∞] or [a, ∞). In this approach we also apply the limit characterization of the minimal prin-
cipal solution of (H) at infinity in different genera of conjoined bases from [26, Corollary 5.5], as 
well as a newly derived characterization of antiprincipal solutions of (H) at infinity in different 
genera of conjoined bases (Theorems A.1 and A.4 in the appendix). Our new results also include 
optimal estimates for numbers of focal points of one or two conjoined bases (Theorems 5.7
and 5.10 and Corollaries 5.8 and 5.13), as well as limit properties of the comparative index at 
infinity (Theorem 6.1) and its relationship with the multiplicities of focal points at infinity (The-
orem 6.4). As an application of the main Sturmian separation theorems for system (H) we derive 
a singular version of the Sturmian separation theorem for the second order Sturm–Liouville dif-
ferential equations (Remark 7.1) and discuss the corresponding notion of disconjugacy on the 
unbounded interval [a, ∞] (Theorem 7.2). We note that all the presented results extend naturally 
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to the unbounded intervals of the form (−∞, ∞], [−∞, ∞), or (−∞, ∞) (Remark 8.1). We also 
wish to emphasize that all the results are new even for the completely controllable system (H).

In conclusion, we believe that this paper provides a new perspective in understanding the 
Sturmian theory of linear Hamiltonian systems and Sturm–Liouville differential equations on 
unbounded intervals. We are also convinced that these results will stimulate further development 
in the oscillation theory of differential equations in general.

2. Conjoined bases and their properties

In this section we present an overview of the properties of conjoined bases of (H) in the 
general possibly uncontrollable case. We also recall the definition of a comparative index, the 
order of abnormality of (H), the nonoscillation and genera of conjoined bases of (H), and the 
principal and antiprincipal solutions of (H) at infinity.

2.1. Conjoined bases

We adopt a usual convention that 2n × n matrix-valued solutions of (H) will be denoted by 
the capital letters, typically by Y , Ỹ , Ȳ , Ŷ , etc. In this case we split the solutions into two n × n

blocks denoted by X and U (preserving the notation in Y ), i.e.,

Y(t) =
(

X(t)

U(t)

)
, Ỹ (t) =

(
X̃(t)

Ũ (t)

)
, Ȳ (t) =

(
X̄(t)

Ū (t)

)
(2.1)

for generic conjoined bases of (H), or

Ŷs(t) =
(

X̂s(t)

Ûs(t)

)
, Ŷ∞(t) =

(
X̂∞(t)

Û∞(t)

)
, Ŷ−∞(t) =

(
X̂−∞(t)

Û−∞(t)

)
(2.2)

for the (minimal) principal solutions of (H) at the point s ∈ I , resp. at plus/minus infinity.
A solution Y of (H) is a conjoined basis if XT (t) U(t) is symmetric and rankY(t) = n for 

some (and hence for any) t ∈ I . The principal solution Ŷs for s ∈ I , which is given by the initial 
conditions (1.4), is an example of such a conjoined basis. For two solutions Y and Ȳ of (H) their 
Wronskian

W(Y, Ȳ ) := YT (t)J Ȳ (t) = XT (t) Ū(t) − UT (t) X̄(t) (2.3)

is constant on I , since its derivative is zero throughout I . Any conjoined basis Y forms a one 
half of a symplectic fundamental matrix �(t) of (H), i.e.,

�(t) = (
Y(t) Ȳ (t)

)
, �T (t)J �(t) = J , J :=

(
0 I

−I 0

)
. (2.4)

In this case the conjoined bases Y and Ȳ are normalized in a sense that their Wronskian is 
W(Y, Ȳ ) = I . This can be equivalently formulated as

XŪT − X̄UT = I, XX̄T = X̄XT , UŪT = ŪUT , (2.5)
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saying that �−1(t) = −J �T (t) J and �(t) �−1(t) = I . We note that for any conjoined bases 
Y , Ȳ , Ỹ of (H) such that W(Y, Ȳ ) = I the n × n matrix

W(Ỹ ,Y ) [W(Ỹ , Ȳ )]T is symmetric. (2.6)

The proof of (2.6) follows from the properties in (2.5).
Next we consider constant real 2n ×n matrices Yi , i ∈ {1, 2, 3, 4}, and derive additional prop-

erties regarding their Wronskian type matrices W(Yi, Yj ) = YT
i J Yj . In applications of these 

properties in Section 4 the matrices Yi will be the values of conjoined bases of (H) at some fixed 
point t0 ∈ I .

Proposition 2.1. Let Y1, Y2, Y3, Y4 be real constant 2n × n matrices. Then

W(Y1, Y2)W(Y3, Y4) − W(Y1, Y3)W(Y2, Y4) = YT
1 J

(
Y2 Y3

)
J

(
Y2 Y3

)T J Y4. (2.7)

In particular, if W(Y2, Y2) = 0 = W(Y3, Y3) and W(Y3, Y2) = I , then

W(Y1, Y2)W(Y3, Y4) − W(Y1, Y3)W(Y2, Y4) = W(Y1, Y4). (2.8)

Proof. Identity (2.7) follows by direct calculations by using that Y2 YT
3 − Y3 YT

2 = Y J YT

with the 2n × 2n matrix Y := (
Y2 Y3

)
. If in addition W(Y2, Y2) = 0 = W(Y3, Y3) and 

W(Y3, Y2) = I , then the matrix Y satisfies YTJ Y = −J , and hence also Y J YT = −J . There-
fore, identity (2.8) follows from (2.7). �

If Y is a conjoined basis of (H), then we use for simplicity the terminology kernel of Y , image 
of Y , and rank of Y for the quantities KerX, ImX, and rankX, respectively. In this context the 
property that Y(t) has a constant kernel on some interval I0 ⊆ I means that the kernel of X(t)

is constant on I0.

2.2. Focal points and comparative index on compact interval

For a conjoined basis Y of (H) the multiplicities of its left and right proper focal points are 
defined, under (1.1), by formulas (1.2) and (1.3). For the interval I = [a, b] we denote by

mL(a, b] := the number of left proper focal points of Y in (a, b], (2.9)

mR[a, b) := the number of right proper focal points of Y in [a, b). (2.10)

In the same spirit as in (2.9) and (2.10) we will use the notations m̃L(a, b], m̃R[a, b) and 
m̂Ls(a, b], m̂Rs[a, b) for the numbers of left and right proper focal points of a conjoined ba-
sis Ỹ and of the principal solution Ŷs in the given interval, typically with s ∈ {a, b, t} or later in 
Section 5 with s = ±∞. The following regular Sturmian separation theorems were derived in 
[30, Section 5], compare also with Proposition 1.1.

Proposition 2.2. Assume that (1.1) holds with I = [a, b]. Then for any conjoined basis Y of (H)
and the principal solutions Ŷa and Ŷb we have
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mL(a, b] + rankX(b) = mR[a, b) + rankX(a), (2.11)

m̂Lb(a, b] = m̂La(a, b] + rank X̂a(b), m̂Ra[a, b) = m̂Rb[a, b) + rank X̂b(a), (2.12)

m̂Ra[a, b) = m̂Lb(a, b], m̂La(a, b] = m̂Rb[a, b), (2.13)

m̂La(a, b] ≤ mL(a, b] ≤ m̂Lb(a, b], m̂Rb[a, b) ≤ mR[a, b) ≤ m̂Ra[a, b). (2.14)

The identities and estimates in Proposition 2.2 are based on the exact formulas

mL(a, b] − m̃L(a, b] = μ
(
Y(b), Ỹ (b)

) − μ
(
Y(a), Ỹ (a)

)
, (2.15)

mR[a, b) − m̃R[a, b) = μ∗(Y(a), Ỹ (a)
) − μ∗(Y(b), Ỹ (b)

)
, (2.16)

mL(a, b] = m̂La(a, b] + μ
(
Y(b), Ŷa(b)

)
, (2.17)

mR[a, b) = m̂Rb[a, b) + μ∗(Y(a), Ŷb(a)
)
, (2.18)

which involve the comparative index μ(Y, Ỹ ) and the dual comparative index μ∗(Y, Ỹ ), see [30, 
Theorem 4.1, Equation (5.28)] and also [12, Theorem 2.3]. In addition, the multiplicities in (1.2)
and (1.3) are related with the comparative index by the formulas, see [30, Theorem 6.3] or [12, 
Lemma 3.1],

mL(t0) = lim
t→t−0

μ
(
Y(t0), Ŷt (t0)

)
, mR(t0) = lim

t→t+0
μ∗(Y(t0), Ŷt (t0)

)
. (2.19)

More precisely, following [9, Definition 2.1] or [10, Definition 2.1] we define for two real 
constant 2n × n matrices Y and Ỹ such that

YTJ Y = 0, Ỹ TJ Ỹ = 0, rankY = n = rank Ỹ , W := YTJ Ỹ (2.20)

their comparative index μ(Y, Ỹ ) and the dual comparative index μ∗(Y, Ỹ ) as the numbers

μ(Y, Ỹ ) := rankM + indP, μ∗(Y, Ỹ ) := rankM + ind(−P), (2.21)

where M and P are the n × n matrices

M := (I − X†X)W, P := V WT X†X̃V , V := I − M†M. (2.22)

Here Y and Ỹ are partitioned into n × n blocks according to the notation in (2.1). We note 
that the matrix V is the orthogonal projector onto KerM and the matrix P is symmetric, see 
[10, Theorem 2.1]. The quantity indP denotes the index of P , i.e., the number of its negative 
eigenvalues, and obviously ind(−P) = rankP − indP . Among the algebraic properties of the 
comparative index in [10, Section 2], see also [30, Section 2] for their overview, we mention

μ(Y, Ỹ ) + rankX = μ∗(Ỹ , Y ) + rank X̃, (2.23)

μ(Y, Ỹ ) + μ(Ỹ , Y ) = rankW = μ∗(Y, Ỹ ) + μ∗(Ỹ , Y ), (2.24)

μ(Y,E) = 0 = μ∗(Y,E), μ(E,Y ) = rankX = μ∗(E,Y ), E := (0, I )T . (2.25)

The following transformation formulas were proven in [10, Theorem 2.2].
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Proposition 2.3. For arbitrary symplectic 2n × 2n matrices S , �, and �̃ we have

μ(S �E,SE) − μ(S �̃E,SE) = μ(S �E,S �̃E) − μ(�E, �̃E), (2.26)

μ∗(S �E,SE) − μ∗(S �̃E,SE) = μ∗(S �E,S �̃E) − μ∗(�E, �̃E). (2.27)

In addition, by using (2.20)–(2.22) we can check easily the identities

μ(−Y, Ỹ ) = μ(Y,−Ỹ ) = μ(Y, Ỹ ), μ∗(−Y, Ỹ ) = μ∗(Y,−Ỹ ) = μ∗(Y, Ỹ ). (2.28)

2.3. Order of abnormality

We denote by d[t, ∞) the dimension of the space of vector solutions (x ≡ 0, u) of (H) on the 
interval [t, ∞). This number is called an order of abnormality of system (H) on [t, ∞). Then 
0 ≤ d[t, ∞) ≤ n and the integer-valued function d[t, ∞) is nondecreasing, piecewise constant, 
and right-continuous on [a, ∞). Therefore, there exists the maximal order of abnormality d∞, 
which satisfies

d∞ := lim
t→∞d[t,∞) = max

t∈[a,∞)
d[t,∞), 0 ≤ d∞ ≤ n. (2.29)

Obviously, for a completely controllable system (H) we have d[t, ∞) = d∞ = 0 for all t ∈
[a, ∞). In a similar way we define for I = (−∞, b] the quantity

d−∞ := lim
t→−∞d(−∞, t] = max

t∈(−∞,b]
d(−∞, t], 0 ≤ d−∞ ≤ n, (2.30)

compare with [31, Equations (2.16)–(2.17)].

2.4. Nonoscillation of system (H)

Let I = [a, ∞). We say that a conjoined basis Y of (H) is nonoscillatory (at ∞) if there exists 
α ∈ [a, ∞) such that Y has no left proper focal points in the interval (α, ∞). In this case we may 
assume without loss of generality that the point α is such that KerX(t) is constant on [α, ∞). By 
[33, Theorem 2.2] we have the following.

Proposition 2.4. Assume that (1.1) holds with I = [a, ∞). Then there exists a nonoscillatory 
conjoined basis of (H) at ∞ if and only if every conjoined basis of (H) is nonoscillatory at ∞.

Based on this result we say that system (H) is nonoscillatory if one (and hence every) con-
joined basis of (H) is nonoscillatory (at ∞). In the opposite case we say that system (H) is 
oscillatory (at ∞). In a similar way we define for I = (−∞, b] the nonoscillation of system 
(H) at −∞ in terms of the nonexistence of right proper focal points of a conjoined basis Y in 
the interval (−∞, β) for some β ∈ (−∞, b], or equivalently by the property of having constant 
kernel of X(t) on (−∞, β]. The opposite situation defines the notion of an oscillatory system 
(H) at −∞. We note that we can use either the left proper focal points or the right proper focal 
points to define the oscillation of a conjoined basis Y at ±∞, since by (2.11) we have
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∣∣ = ∣∣ rankX(a) − rankX(b)

∣∣ ≤ n.

Let I = [a, ∞) again and let system (H) be nonoscillatory at ∞. Let Y be a conjoined ba-
sis of (H) with constant kernel on [α, ∞). We define the constant orthogonal projector P onto 
ImXT (t) = [KerX(t)]⊥ and the orthogonal projector R(t) onto ImX(t) on [α, ∞) by

P := X†(t)X(t), R(t) := X(t)X†(t), t ∈ [α,∞). (2.31)

In this case Y has constant rank r on [α, ∞) with, see [25, Equation (5.13)],

r := rankX(t) = rankP = rankR(t), t ∈ [α,∞), n − d[α,∞) ≤ r ≤ n. (2.32)

The matrix X†(t) is then piecewise continuously differentiable on [α, ∞) by [4, Theorems 10.5.1 
and 10.5.3]. This yields that the associated matrix Sα(t) in (1.7) is well defined on [α, ∞)

and, under (1.1), it is symmetric, nonnegative definite, and piecewise continuously differen-
tiable on [α, ∞). Moreover, the set ImSα(t) is nondecreasing and hence eventually constant 
with ImSα(t) ⊆ ImP on [α, ∞), see [25, Theorem 4.2]. This implies that the orthogonal projec-
tor PSα

(t) onto ImSα(t) is eventually constant and we write

PSα
(t) := S†

α(t) Sα(t) = Sα(t) S†
α(t), t ∈ [α,∞), PSα∞ := PSα

(t), t → ∞. (2.33)

In addition, by [25, Theorem 5.2 and Remarks 5.3 and 6.2(ii)] we have the properties

ImSα(t) = ImPSα
(t) ⊆ ImPSα∞ ⊆ ImP, t ∈ [α,∞),

ImTα, ∞ ⊆ ImPSα∞, rankPSα∞ = n − d[α,∞).

}
(2.34)

The function Sα(t) is closely related with a certain class of conjoined bases of (H), which are 
normalized with Y . More precisely, in [25, Theorem 4.4] we proved that for a given conjoined 
basis Y with constant kernel on [α, ∞) there exists a conjoined basis Ȳ of (H) such that Y and Ȳ
are normalized, i.e., (2.5) holds, and

X†(α) X̄(α) = 0. (2.35)

Moreover, by [25, Remark 4.5(ii)] the matrix X̄(t) is uniquely determined by Y on [α, ∞), as 
well as the matrices

X̄(t)P = X(t)Sα(t), Ū (t)P = U(t)Sα(t) + X†T (t) + U(t) (I − P) X̄T (t)X†T (t) (2.36)

are uniquely determined by Y on [α, ∞).
The following result from [25, Theorem 4.6] shows that under a certain condition the con-

joined bases of (H) with constant kernel on [α, ∞) are mutually representable.

Proposition 2.5. Assume that (1.1) holds with I = [a, ∞). Let Y1 and Y2 be conjoined bases of 
(H) with constant kernels on [α, ∞) and let P1 and P2 be the projectors defined in (2.31) through 
the functions X1(t) and X2(t), respectively. Let Y2 be expressed in terms of Y1 via matrices M1, 
N1 and let Y1 be expressed in terms of Y2 via matrices M2, N2, that is,
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X2
U2

)
=

(
X1 X̄1

U1 Ū1

)(
M1
N1

)
,

(
X1
U1

)
=

(
X2 X̄2

U2 Ū2

)(
M2
N2

)
on [α,∞), (2.37)

where Ȳ1 and Ȳ2 are conjoined bases of (H) satisfying (2.5) and (2.35) with regard to the con-
joined bases Y1 and Y2. If ImX1(α) = ImX2(α), then

(i) MT
1 N1 and MT

2 N2 are symmetric and N1 + NT
2 = 0,

(ii) M1 and M2 are nonsingular, M1 M2 = M2 M1 = I , and P2M2 = (P1M1)
†,

(iii) ImN1 ⊆ ImP1 and ImN2 ⊆ ImP2.

Moreover, the matrices M1, N1 do not depend on the choice of Ȳ1, and the matrices M2, N2 do 
not depend on the choice of Ȳ2, namely

N1 = W(Y1, Y2), N2 = W(Y2, Y1) = −NT
1 , M1 = −W(Ȳ1, Y2), M2 = −W(Ȳ2, Y1).

(2.38)

The first equality in (2.36) applied to the conjoined bases Y1 and Y2 allows to rewrite expres-
sions (2.37) into the form

X3−i (t) = Xi(t) [Pi Mi + Siα(t)Ni], t ∈ [α,∞), i ∈ {1,2}, (2.39)

where S1α(t) and S2α(t) are associated with Y1 and Y2 through (1.7). Hence, under the assump-
tions of Proposition 2.5 we have ImX1(t) = ImX2(t) on [α, ∞), that is, the conjoined bases Y1
and Y2 have eventually the same image.

2.5. Genera of conjoined bases

Let system (H) be nonoscillatory at ∞. As in [26, Definition 6.3 and Remark 6.4] we define 
a genus G∞ of conjoined bases of (H) as an equivalence class of all conjoined bases of (H) which 
have eventually the same image. In this case we define the rank of G∞ as the eventual rank of 
some (or any) conjoined basis Y ∈ G∞, see also [27, Remark 6.4]. Moreover, from (2.32) and 
(2.29) it follows that n − d∞ ≤ rankG∞ ≤ n.

Conjoined bases Y of (H), which have eventually the smallest possible rank n −d∞ according 
to (2.32), form the unique minimal genus G∞

min. Similarly, conjoined bases having the largest 
possible rank n form the unique maximal genus G∞

max. That is, for Y ∈ G∞
max the matrix X(t) is 

eventually invertible, see also [26, Remarks 7.14 and 7.15].
In [28, Section 4] we introduced an ordering G∞

1 � G∞
2 between two genera of conjoined 

bases by the inclusion between the images of their representing conjoined bases, i.e., eventually 
ImX1(t) ⊆ ImX2(t) holds for Y1 ∈ G∞

1 and Y2 ∈ G∞
2 . In particular, the results in [28, Theo-

rem 4.8 and Remark 4.7] say that the set �∞ of all genera of conjoined bases of (H) forms 
a complete lattice, where G∞

1 ∧G∞
2 and G∞

1 ∨G∞
2 denote the genera represented by conjoined 

bases having their image eventually equal to ImX1(t) ∩ ImX2(t) and ImX1(t) + ImX2(t), re-
spectively. In this case the two genera G∞

min and G∞
max are the smallest and the largest elements of 

the set �∞ in this ordering.
In a similar way we treat the genera of conjoined bases in the neighborhood of −∞ by using 

the notation G−∞, G−∞
min , G−∞

max , etc.
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Remark 2.6. The theory of genera of conjoined bases of (H) at ±∞ discussed above as well 
as in [24,26–28] extends under the Legendre condition (1.1) in a straightforward way to the left 
and right neighborhoods of any finite point t0 ∈ [a, ∞). This is a consequence of the fact that the 
left and right proper focal points of any conjoined basis of (H) are isolated, by [19, Theorem 3]. 
In this context we will use the notation G(t±0 ) for the genus corresponding to a conjoined basis 
Y in a left/right neighborhood of the point t0, or the notation Gmin(t

±
0 ) and Gmax(t

±
0 ) for the 

corresponding minimal and maximal genus. This idea is similar to the unification of the theory of 
principal and antiprincipal solutions at ±∞ and at a finite point t0, which was recently developed 
in [31].

2.6. Relation being contained for conjoined bases

In the following subsection we recall a construction of conjoined bases of (H) with constant 
kernel through a relation “being contained”, see [25, Section 5] for more details. Let Y and Y∗ be 
two conjoined bases of (H) such that Y has constant kernel on [α, ∞). Let P and PSα∞ be the 
associated orthogonal projectors for Y defined in (2.31) and (2.33). We say that Y∗ is contained 
in Y on [α, ∞), or that Y contains the conjoined basis Y∗ on [α, ∞), if there exists an orthogonal 
projector P∗ such that X∗(t) = X(t) P∗ on [α, ∞) and

ImPSα∞ ⊆ ImP∗ ⊆ ImP. (2.40)

It follows that every conjoined basis Y∗ of (H), which is contained in a conjoined basis Y of (H)
with constant kernel on [α, ∞), has also a constant kernel on [α, ∞) with

KerX∗(t) = KerP∗, X †∗ (t) = X†(t)R∗(t) on [α,∞), (2.41)

where the matrix R∗(t) is defined in (2.31) through X∗(t). The importance of the relation being 
contained can be seen from the following results, see [25, Section 5].

Remark 2.7. (i) In [25, Theorem 5.11] we proved that the relation “being contained” preserves 
the corresponding S-matrices, and hence also the T -matrices. More precisely, if Y is a conjoined 
basis of (H) with constant kernel on [α, ∞) and Sα(t) is the associated matrix in (1.7), then for 
any conjoined basis Y∗ of (H), which is contained in Y on [α, ∞), its corresponding matrix S∗α(t)

satisfies the equality S∗α(t) = Sα(t) for all t ∈ [α, ∞), and consequently also T∗α, ∞ = Tα, ∞.
(ii) From [25, Remark 5.13] it follows that every conjoined basis of (H) from the minimal 

genus G∞
min, which has constant kernel on [α, ∞), can be constructed from a given conjoined 

basis Y with constant kernel on [α, ∞) by using the relation “being contained” with the choice 
of P∗ := PSα∞. Moreover, as we comment in [26, Remark 7.14] and in Subsection 2.5, for 
any two conjoined bases Y1 and Y2 of (H) belonging to G∞

min there exists α ∈ I such that Y1
and Y2 have constant kernel on [α, ∞) and the equality ImX1(t) = ImX2(t) holds on [α, ∞). In 
particular, if M1 and N1 are the associated constant matrices in Proposition 2.5, then the matrices 
T1α,∞ and T2α,∞ in (1.7) corresponding to Y1 and Y2 satisfy

T2α,∞ = MT
1 T1α,∞ M1 + MT

1 N1. (2.42)

The following result from [28, Remark 4.12] shows that the relation being contained allows 
to construct conjoined bases from a genus H∞ by using conjoined bases from a given genus 
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G∞ satisfying H∞ � G∞. This construction will be utilized in the proof of Theorem A.4 in the 
appendix.

Proposition 2.8. Assume that (1.1) holds with I = [a, ∞). Let Y be a conjoined basis of (H)
from a given genus G∞ and let α ∈ I be such that Y has constant kernel on [α, ∞). Moreover, 
let P and PSα∞ be the associated matrices in (2.31) and (2.33). Then for every genus H∞ � G∞
there exists a unique orthogonal projector P∗ satisfying (2.40) such that Y contains a conjoined 
basis Y∗ of (H) on [α, ∞) with respect to P∗, which belongs to the genus H∞.

2.7. Principal and antiprincipal solutions at infinity

Following the discussion about the S-matrices in (1.7) and Subsection 2.4, we observe that 
for a conjoined basis Y of (H) with constant kernel on [α, ∞) the matrix-valued function 
S†

α(t) is nonnegative definite and nonincreasing on [α, ∞). Therefore, the matrix Tα,∞ de-
fined in (1.7) exists, it is symmetric and nonnegative definite, and ImTα, ∞ ⊆ ImPSα∞, see 
[25, Remark 6.2(ii)]. Moreover, we know from [31, Theorem 10.3] that under (1.1) the subspace 
ImTα, ∞ ⊕ KerPSα∞ and its dimension d[α, ∞) + rankTα, ∞ do not depend on the choice of 
the point α ∈ [a, ∞), for which the kernel of Y is constant on [α, ∞). In particular, the esti-
mates

d∞ ≤ d[α,∞) + rankTα, ∞ ≤ n, (2.43)

hold, see [31, Remarks 5.2 and 5.4]. When the abnormality of (H) is maximal on [α, ∞), we ob-
tain from (2.43) that 0 ≤ rankTα, ∞ ≤ n − d∞, see also [27, Corollary 4.11]. In the two extreme 
cases in (2.43), i.e., for the values of rankTα, ∞ equal to d∞ − d[α, ∞) and n − d[α, ∞), we 
say that Y is a principal solution of (H) at ∞ and an antiprincipal solution of (H) at ∞, respec-
tively, see [31, Definition 5.1] and compare with (1.6). It follows from the above discussion that 
these definitions are correct. The principal solutions of (H) at ∞ will be denoted by Ŷ∞, as we 
discussed in (2.2).

By [26, Theorem 7.12] and [27, Theorem 5.12] we know that in every genus G∞ there exists 
a principal and an antiprincipal solution of (H) at ∞. In particular, for the case of the minimal 
genus G∞

min we will use the terminology minimal principal and minimal antiprincipal solution of 
(H) at ∞, which have their rank equal to n − d∞. Similarly, for the case of the maximal genus 
G∞

max we will use the terminology maximal principal and maximal antiprincipal solution of (H)
at ∞, which have their rank equal to n. The following result is from [25, Theorems 7.2 and 7.6], 
compare also with [26, Theorem 7.6] and [27, Theorem 5.8].

Proposition 2.9. Assume that (1.1) holds with I = [a, ∞). System (H) is nonoscillatory at ∞ if 
and only if there exists a minimal principal solution Ŷ∞ of (H) at ∞. In this case the solution 
Ŷ∞ is unique up to a constant right nonsingular multiple.

Remark 2.10. We note that, according to Remark 2.7(i), the property of being a principal or 
an antiprincipal solution of (H) at ∞ is preserved under the relation being contained for conjoined 
bases of (H) with constant kernel on the interval [α, ∞).

For the proof of our main result in Theorem 3.3 we will need the following limit property of 
the minimal principal solution Ŷ∞ of (H) at ∞, see [28, Corollary 5.5] and [29, Proposition 1].
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Proposition 2.11. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory 
at ∞. Let Ŷ∞ be the minimal principal solution of (H) at ∞ and let α ∈ [a, ∞) be such that Ŷ∞
has constant kernel on the interval [α, ∞). Then every conjoined basis Ȳ of (H) satisfying (2.5)
and (2.35) with respect to Ŷ∞ is a maximal antiprincipal solution at ∞ and

lim
t→∞ X̄−1(t) X̂∞(t) = 0.

In a similar way we treat the principal and antiprincipal solutions of (H) at −∞. More pre-
cisely, under (1.1) with I = (−∞, b] and for a nonoscillatory system (H) at −∞ we use the 
notation Ŷ−∞ for the (unique) minimal principal solution of (H) at −∞. If Y is a conjoined basis 
of (H) with constant kernel on (−∞, β] for some β ∈ (−∞, b] and if Sβ(t) is defined in (1.7)
with α := β for t ∈ (−∞, β], then the corresponding T -matrix will be denoted by

Tβ, −∞ := lim
t→−∞S

†
β (t), Tβ, −∞ ≤ 0, d−∞ ≤ d(−∞, β] + rankTβ, −∞ ≤ n, (2.44)

compare with (2.43) and with [31, Section 5].

3. Multiplicity of focal point at infinity

In this section we introduce one of the key concepts of this paper, which is the multiplicity 
of the focal point at ∞ for a conjoined basis Y of (H). This notion is motivated by the result in 
[31, Theorem 6.1 and Remark 6.4], in which we characterized the multiplicity of the left proper 
focal point at t0 in (1.2) in terms of the order of abnormality of (H) near t0 and the rank of the 
associated T -matrix. More precisely, if Y is a conjoined basis of (H) with constant kernel on the 
interval [α, t0), then

mL(t0) = n − d[α, t0) − rankTα, t−0
, Tα, t−0

:= lim
t→t−0

S†
α(t),

while if Y has constant kernel on the interval (t0, α], then

mR(t0) = n − d(t0, α] − rankTα, t+0
, Tα, t+0

:= lim
t→t+0

S†
α(t),

where d[α, t0) and d(t0, α] are the orders of abnormality of (H) on the intervals [α, t0) and (t0, α], 
respectively. Furthermore, we derive an equivalent formula for the multiplicity at ∞ resembling 
the original definition in (1.2). The results in this section are fundamental for the development of 
the Sturmian theory of system (H) on the unbounded interval [a, ∞) in Section 5. We note that 
the presented notion and the results are new even for a completely controllable system (H), see 
Remark 3.7 below.

Definition 3.1 (Multiplicity of focal point at ∞). Let I = [a, ∞) and let Y be a conjoined basis 
of (H) with constant kernel on the interval [α, ∞) for some α ∈ [a, ∞). We say that Y has a (left) 
proper focal point at ∞ if d[α, ∞) + rankTα, ∞ < n with the multiplicity

mL(∞) := n − d[α,∞) − rankTα, ∞, (3.1)

where Tα, ∞ is the matrix defined in (1.7) corresponding to Y .
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Remark 3.2. (i) In accordance with Subsection 2.7 we note that under (1.1) the number mL(∞)

defined in (3.1) does not depend on the particular choice of the point α ∈ [a, ∞), for which the 
conjoined basis Y has constant kernel on [α, ∞). In particular, the inequalities in (2.43) imply the 
estimates 0 ≤ mL(∞) ≤ n −d∞. We also point out that the quantity mL(∞) in (3.1) is preserved 
under the relation being contained for conjoined bases of (H), since the matrix Tα, ∞ is preserved 
under this relation, see Subsection 2.6.

(ii) From (3.1) it follows that the conjoined basis Y has no focal point at ∞ if and only if 
Y is an antiprincipal solution of (H) at ∞. Indeed, the multiplicity mL(∞) = 0 if and only if 
rankTα, ∞ = n − d[α, ∞), which is according to Subsection 2.7 the defining property of an an-
tiprincipal solution at ∞. Similarly, the multiplicity mL(∞) = n − d∞ is maximal possible if 
and only if Y is a principal solution of (H) at ∞, since in this case rankTα, ∞ = d∞ − d[α, ∞).

In the next result we present a way for computing the multiplicity of the focal point at ∞ in 
terms of the rank of the genus of a conjoined basis Y near ∞ and the rank of the Wronskian 
of Y with the minimal principal solution at ∞. This is obviously much simpler for practical 
calculations than the expression in (3.1). In Remark 3.5 below we shall discuss this result in the 
relation with the definition of the multiplicity of a left focal point at t0 in (1.2).

Theorem 3.3. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Y be a conjoined basis of (H) with constant kernel on [α, ∞) ⊆ I belonging to a genus G∞
with the associated matrices P , PSα∞, and Tα, ∞ in (2.31), (2.33), and (1.7). Let Ŷ∞ be the 
minimal principal solution of (H) at ∞. Then

Im [W(Ŷ∞, Y )]T = ImTα, ∞ ⊕ Im (P − PSα∞), (3.2)

rankTα, ∞ = rankW(Ŷ∞, Y ) + n − rankG∞ − d[α,∞). (3.3)

Moreover, the multiplicity of the focal point of Y at ∞ defined in (3.1) satisfies

mL(∞) = rankG∞ − rankW(Ŷ∞, Y ). (3.4)

Proof. Let α be as in the theorem and choose β ∈ [α, ∞) such that d[β, ∞) = d∞. Denote by 
Tβ, ∞ and PSβ∞ the matrices in (1.7) and (2.33) associated with the conjoined basis Y on the 
interval [β, ∞). Without lost of generality we may assume that the minimal principal solution 
Ŷ∞ has constant kernel on [β, ∞). Moreover, let Ȳβ be a conjoined basis of (H) satisfying (2.5)
and (2.35) with Y := Ŷ∞ and α := β . It then follows from Proposition 2.11 that Ȳβ is a maximal 
antiprincipal solution of (H) at ∞ and the equality

lim
t→∞ X̄−1

β (t) X̂∞(t) = 0 (3.5)

holds. Following the notation in Proposition 2.5 we represent Y in terms of Ŷ∞ and Ȳβ via 
(constant) matrices M̂∞ and N̂∞ := W(Ŷ∞, Y). That is,(

X(t)

U(t)

)
=

(
X̂∞(t) X̄β(t)

Û∞(t) Ūβ(t)

)(
M̂∞
N̂∞

)
, t ∈ [β,∞). (3.6)

In particular, the representation in (3.6) implies the formula
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X(t) = X̂∞(t) M̂∞ + X̄β(t) N̂∞, t ∈ [β,∞). (3.7)

In turn, by combining (3.5) and (3.7) we obtain that

lim
t→∞ X̄−1

β (t)X(t)
(3.7)= lim

t→∞[X̄−1
β (t) X̂∞(t) M̂∞ + N̂∞] (3.5)= N̂∞. (3.8)

On the other hand, from Corollary A.6 in the appendix with α := β , Y := Ȳβ , Ỹ := Y , P̃ := P , 
PS̃α∞ := PSβ∞, and T̃α, ∞ := Tβ, ∞ it follows that

lim
t→∞ X̄−1

β (t)X(t) = L with ImLT = ImTβ, ∞ ⊕ Im (P − PSβ∞). (3.9)

Therefore, by using (3.8) and (3.9) we get the equality N̂∞ = L and

Im N̂T∞ = ImTβ, ∞ ⊕ Im (P − PSβ∞). (3.10)

Since ImTt, ∞ ⊆ ImPSt∞ ⊆ ImP for t ∈ [α, ∞) by (2.34), we know that

ImTt, ∞ ⊕ Im (P − PSt∞) = ImTt, ∞ ⊕ (ImP ∩ KerPSt∞)

= ImP ∩ (
ImTt, ∞ ⊕ KerPSt∞

)
, t ∈ [α,∞).

But since the subspace ImTt, ∞ ⊕ KerPSt∞ does not depend on the choice of t ∈ [α, ∞) by 
[31, Theorem 10.3], it follows that the subspace ImTt, ∞ ⊕ Im (P − PSt∞) does not depend on 
t ∈ [α, ∞) as well, and we may replace the point β in (3.10) by α. This yields formula (3.2). 
Consequently, by using rankG∞ = rankP and (2.34) we have

rank N̂∞ = rankTα, ∞ + (rankP − rankPSα∞)

= rankTα, ∞ + rankG∞ − (
n − d[α,∞)

)
. (3.11)

This shows the validity of (3.3). Finally, by using (3.11) and (3.1) we have

rankG∞ − rank N̂∞
(3.11)= n − d[α,∞) − rankTα, ∞

(3.1)= mL(∞),

showing formula (3.4). The proof is complete. �
We comment the results in Theorem 3.3 in the following remarks.

Remark 3.4. We note that formulas (3.2) and (3.4) do not depend on the particular choice of the 
minimal principal solution Ŷ∞. More precisely, if Ŷ∞∗ is another minimal principal solution of 
(H) at ∞, then according to Proposition 2.9 there exists a constant nonsingular matrix K ∈ Rn×n

such that Ŷ∞∗(t) = Ŷ∞(t) K for all t ∈ I , and hence W(Ŷ∞∗, Y) = KT W(Ŷ∞, Y). Thus, we 
have Im [W(Ŷ∞∗, Y)]T = Im [W(Ŷ∞, Y)]T and rankW(Ŷ∞∗, Y) = rankW(Ŷ∞, Y).
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Remark 3.5. The multiplicity of the left proper focal point of Y at t0 ∈ I satisfies

mL(t0)
(1.2)= rankX(t−0 ) − rankX(t0) = rankG(t−0 ) − rankW(Ŷt0 , Y ), (3.12)

where G(t−0 ) is the genus of Y in the left neighborhood of t0 according to Remark 2.6, and where 
W(Ŷt0 , Y) = −X(t0). Formula (3.4) is then a counterpart of (3.12) for the case of t0 = ∞. In this 
respect the expressions in (3.4) and (3.12) represent natural interpretations of the definitions of 
the multiplicity of the (left) proper focal point of Y at t0 ∈ I ∪ {∞}, which do not use the actual 
value of X(t) at t0.

Remark 3.6. Similarly as in (3.1) we define for I = (−∞, b] the multiplicity of the (right) 
proper focal point of Y at −∞ by

mR(−∞) := n − d(−∞, β] − rankTβ, −∞, (3.13)

where β ∈ (−∞, b] is such that the conjoined basis Y has constant kernel on (−∞, β] and 
where the matrix Tβ, −∞ is defined in (2.44). The definition in (3.13) is correct under assumption 
(1.1), as we also comment in Remark 3.2(i). Then 0 ≤ mR(−∞) ≤ n − d−∞ with d−∞ defined 
in (2.30). In this case mR(−∞) = 0 if and only if Y is an antiprincipal solution of (H) at −∞, 
while mR(−∞) = n − d−∞ if and only if Y is a principal solution of (H) at −∞. Finally, if Y
belongs to a genus G−∞ near −∞, then analogously to Theorem 3.3 we have the formula

mR(−∞) = rankG−∞ − rankW(Ŷ−∞, Y ), (3.14)

where Ŷ−∞ is the minimal principal solution of (H) at −∞.

In the final remark of this section we comment the above results for the case of a completely 
controllable system (H).

Remark 3.7. The idea to consider the multiplicity of a focal point of Y at ∞ is new in the theory 
of nonoscillatory linear Hamiltonian systems. It is new even for the completely controllable sys-
tem (H) on [a, ∞). In this case d[α, ∞) = 0 = d∞ for all α ∈ [a, ∞) and there is only one genus 
G∞ = G∞

min = G∞
max of conjoined bases of (H), which satisfies rankG∞ = n. Let Y be a conjoined 

basis of (H) with X(t) invertible on an interval [α, ∞) and let Tα, ∞ be the corresponding matrix 
in (1.7). According to (3.1) we define in this case

mL(∞) := n − rankTα, ∞ = def Tα, ∞. (3.15)

The results in (3.2) and (3.4) in Theorem 3.3 then reduce to the equalities

Im [W(Ŷ∞, Y )]T = ImTα, ∞, rankTα, ∞ = rankW(Ŷ∞, Y ), (3.16)

mL(∞) = n − rankW(Ŷ∞, Y ) = def W(Ŷ∞, Y ) (3.17)

In particular, in this case the number mL(∞) measures “how much” the conjoined basis Y and 
the principal solution Ŷ∞ at ∞ are linearly dependent. In a similar way, if (H) is completely 
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controllable on the interval (−∞, b], then d(−∞, β] = 0 = d−∞ for all β ∈ (−∞, b]. And if Y
is a conjoined basis of (H) with X(t) invertible on (−∞, β], then by (3.13) we define

mR(−∞) := n − rankTβ, −∞ = def Tβ, −∞. (3.18)

Analogously to (3.16) and (3.17) we then have

Im [W(Ŷ−∞, Y )]T = ImTβ, −∞, rankTβ, −∞ = rankW(Ŷ−∞, Y ),

mR(−∞) = n − rankW(Ŷ−∞, Y ) = def W(Ŷ−∞, Y ).

We also note that the considerations in this remark are new also for the even order Sturm–
Liouville differential equations, being a special case of a completely controllable linear Hamil-
tonian system (H), see Section 7.

4. Comparative index on unbounded interval

In this section we analyze the properties of the comparative index for two conjoined bases 
of (H) on an unbounded interval. In particular, we study in detail the situation when one of 
the conjoined bases is Ŷ∞, i.e., the minimal principal solution of (H) at ∞. The results in this 
section extend the results from [30, Section 4] to an unbounded interval. First we derive a simple 
statement about Wronskians involving Ŷ∞. It can be regarded as an extension of [30, Lemma 3.2]
to the case of b = ∞.

Lemma 4.1. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Y be a conjoined basis of (H) with constant kernel on [α, ∞) ⊆ I and let Ȳ be a conjoined 
basis of (H) satisfying (2.5) and (2.35). Then the matrix X(t) X̄T (t) ≥ 0 for every t ∈ [α, ∞). 
Moreover, if Ŷ∞ is the minimal principal solution of (H) at ∞, then

W(Ŷ∞, Y ) [W(Ŷ∞, Ȳ )]T ≥ 0. (4.1)

Proof. By [30, Lemma 3.2] we know that X(t) X̄T (t) ≥ 0 on [α, b] for every b ∈ (α, ∞), 
which yields the first part of the theorem. From (2.6) with Ỹ := Ŷ∞ we know that the matrix 
W(Ŷ∞, Y) [W(Ŷ∞, Ȳ )]T is symmetric. Next, choose β ∈ [α, ∞) such that d[β, ∞) = d∞ and 
the conjoined bases Y , Ȳ , and Ŷ∞ have constant kernel on [β, ∞). Let Ȳβ be a conjoined basis 
of (H) satisfying (2.5) and (2.35) with Y := Ŷ∞ and α := β . By Proposition 2.11 we know that 
Ȳβ is a maximal antiprincipal solution of (H) at ∞, while from formula (3.8) in the proof of 
Theorem 3.3 it follows that

W(Ŷ∞, Y ) = lim
t→∞ X̄−1

β (t)X(t), W(Ŷ∞, Ȳ ) = lim
t→∞ X̄−1

β (t) X̄(t). (4.2)

Consequently, with the aid of (4.2) we obtain

W(Ŷ∞, Y ) [W(Ŷ∞, Ȳ )]T = lim
t→∞ X̄−1

β (t) [X(t) X̄T (t)] X̄T −1
β (t) ≥ 0.

This shows that (4.1) holds. �
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In the sequel we will use a symplectic fundamental matrix of nonoscillatory system (H) at ∞, 
which is determined by the minimal principal solution Ŷ∞. According to (2.4) we denote

�̂∞(t) := (
Ŷ∞(t) Ȳ∞(t)

)
, t ∈ [a,∞), (4.3)

where Ȳ∞ is a conjoined basis of (H) which is normalized with Ŷ∞, i.e., W(Ŷ∞, Ȳ∞) = I . Every 
conjoined basis Y of (H) can be then uniquely represented in the spirit of Proposition 2.5 via the 
fundamental matrix �̂∞(t) and a constant 2n × n matrix D∞, that is,

Y(t) = �̂∞(t)D∞, t ∈ [a,∞), D∞ =
(−W(Ȳ∞, Y )

W(Ŷ∞, Y )

)
, JD∞ =

(
W(Ŷ∞, Y )

W(Ȳ∞, Y )

)
,

(4.4)

where the matrix J is given in (2.4) and D∞ = �̂−1∞ (t) Y(t) = −J �̂T∞(t) J Y(t), see (2.38). 
The following result is a fundamental tool for the proof of the Sturmian separation theorem 
(Theorem 5.1) in the next section. It is formulated in terms of the matrix JD∞ from (4.4).

Theorem 4.2. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Ŷ∞ be the minimal principal solution of (H) at ∞ with the associated matrix �̂∞(t) in (4.3). 
Moreover, let Y be a conjoined basis of (H) with constant kernel on [α, ∞) ⊆ I belonging to 
a genus G∞ and let Ŷα be the principal solution of (H) at the point α. Then

μ
(
JD∞,JDα∞

) = rankG∞ − rankW(Ŷ∞, Y ), μ∗(Y(α), Ŷ∞(α)
) = 0, (4.5)

where D∞ and Dα∞ are the constant matrices in (4.4) corresponding to Y and Ŷα .

Proof. Following (4.4), let the matrices D∞ and Dα∞ be split into the n × n blocks as

D∞ =
(

M∞
N∞

)
=

(−W(Ȳ∞, Y )

W(Ŷ∞, Y )

)
, Dα∞ =

(
Mα∞
Nα∞

)
=

(−W(Ȳ∞, Ŷα)

W(Ŷ∞, Ŷα)

)
. (4.6)

By (4.4) with D∞ and Dα∞ in (4.6) and by the definition of the comparative index in (2.21)–(2.22)
with Y := JD∞ and Ỹ := JDα∞ (note that (2.20) holds) we get

μ
(
JD∞,JDα∞

) = rankM + indP, (4.7)

M = (I − N†∞N∞)W, P = V WT N†∞Nα∞ V, V = I − M†M, (4.8)

where W := W
(
JD∞, JDα∞

)
. We will show that W = W(Y, Ŷα). According to (2.3)–(2.4) and 

(4.4) we obtain for t ∈ I that

W(Y, Ŷα)
(2.3)= YT (t)J Ŷα(t) = DT∞ [�̂T∞(t)J �̂∞(t)]Dα∞

(2.4)= DT∞ J Dα∞

= DT∞ (J TJ J )Dα∞ = (JD∞)TJ (JDα∞)
(2.3)= W

(
JD∞,JDα∞

) = W.
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In particular, evaluating the Wronskian W(Y, Ŷα) at t = α and using (1.4) with s := α yields the 
equality W = XT (α). Consequently, the first and the second identity in (4.8) then read as

M = (I − N†∞N∞)XT (α), P = V X(α)N†∞Nα∞ V. (4.9)

Let P , PSα∞, and Tα, ∞ be the matrices in (2.31), (2.33), and (1.7), which correspond to Y . 
In accordance with Theorem 3.3 we have ImNT∞ = ImTα, ∞ ⊕ Im (P − PSα∞), while (2.34)
implies ImTα, ∞ ⊆ ImP . This yields that

ImNT∞ ⊆ ImP, i.e., PN†∞N∞ = N†∞N∞ = N†∞N∞P. (4.10)

And since P = [X†(α) X(α)]T by (2.31), the first equality in (4.9) yields that

ImM = Im (I − N†∞N∞)P = Im (P − N†∞N∞), (4.11)

rankM = rankP − rankN∞ = rankG∞ − rankN∞. (4.12)

Next we will prove that the matrix V satisfies

ImXT (α)V = ImNT∞, i.e., XT (α)V = NT∞ K (4.13)

for some invertible matrix K . Since MV = 0, it follows that N†∞N∞ XT (α) V = XT (α) V by 
(4.9) and hence, ImXT (α) V ⊆ ImN

†∞N∞ = ImNT∞. Conversely, assume that v ∈ ImNT∞. Then 
we also have v ∈ ImP = ImXT (α) and there exists w ∈ Rn such that v = XT (α) w. Then we 
write XT (α) V w = XT (α) w − XT (α) M†Mw = v − XT (α) M†Mw. But by using (4.9) we 
have Mw = (I − N

†∞N∞) XT (α) w = (I − N
†∞N∞) v = 0, so that v = XT (α) V w. Therefore, 

v ∈ ImXT (α) V and (4.13) is proven.
Let Ȳ be a conjoined basis of (H) satisfying (2.5) and (2.35) and set N̄∞ := W(Ŷ∞, Ȳ ). Since 

W(Ȳ , Ȳ ) = 0 = W(Y, Y) and W(Y, Ȳ ) = I , according to formula (2.8) in Proposition 2.1 with 
Y1 := Ŷ∞, Y2 := Ȳ , Y3 := Y , and Y4 := Ŷα we obtain

W(Ŷ∞, Ȳ )W(Y, Ŷα) − W(Ŷ∞, Y )W(Ȳ , Ŷα) = W(Ŷ∞, Ŷα). (4.14)

Following the above notation and using the facts that W(Y, Ŷα) = XT (α), W(Ȳ , Ŷα) = X̄T (α), 
and Nα∞ = W(Ŷ∞, Ŷα) = X̂T∞(α), identity (4.14) then has the form

N̄∞ XT (α) − N∞ X̄T (α) = Nα∞ = X̂T∞(α). (4.15)

Combining the formula for P in (4.9) with equalities (4.13) and (4.15) and with the identities 
X(α) = X(α) P , N̄∞NT∞ = N∞N̄T∞, and PX̄T (α) = 0 then implies that

P (4.9)= V X(α)N†∞Nα∞ V
(4.15)= V X(α)N†∞ [N̄∞ XT (α) − N∞ X̄T (α)]V

(4.13), (4.10)= KT N∞N†∞N̄∞NT∞ K − V X(α)N†∞N∞PX̄T (α)V

= KT N∞N†∞N∞N̄T∞ K = KT N∞N̄T∞ K ≥ 0,



7500 P. Šepitka, R. Šimon Hilscher / J. Differential Equations 266 (2019) 7481–7524

where the last inequality follows from (4.1) in Lemma 4.1. Therefore, indP = 0. Upon combin-
ing (4.7) and (4.12) we get μ

(
JD∞, JDα∞

) = rankM = rankG∞ − rankN∞. This shows the 
first formula in (4.5). For the second formula in (4.5) we have by (2.21)–(2.22) with Y := Y(α)

and Ỹ := Ŷ∞(α)

μ∗(Y(α), Ŷ∞(α)
) = rankM + ind(−P), (4.16)

M = (I − P)W, P = V WT X†(α) X̂∞(α)V, V = I − M†M, (4.17)

where W = W(Y, Ŷ∞) = −NT∞ by (4.6). According to (4.10) we have M = 0, so that V = I and 
P = −N∞ X†(α) X̂∞(α) by (4.17). Consequently, using the value X̂∞(α) in (4.15) we get

−P = N∞ X†(α) [N̄∞ XT (α) − N∞ X̄T (α)]T = N∞PN̄T∞ − N∞ X†(α) X̄(α)NT∞
(2.35)= N∞PN̄T∞

(4.10)= N∞N̄T∞ ≥ 0,

where the last inequality follows from Lemma 4.1. Therefore, ind(−P) = 0 and hence, equation 
(4.16) yields that μ∗(Y(α), Ŷ∞(α)

) = 0. The proof is complete. �
Remark 4.3. The second formula in (4.5) follows also from the algebraic properties of the com-
parative index in [10, Property 3, p. 448] and from Lemma 4.1. The first property in (4.5) can be 
then obtained by (2.24) and [10, Property 3, p. 448] again as follows:

μ
(
JD∞,JDα∞

) (2.24)= rankX(α) − μ
(
JDα∞,JD∞

)
= rankG∞ − μ

(
J �̂−1∞ (α)E,J �̂−1∞ (α)�(α)JE

)
[10]= rankG∞ −μ∗(�̂∞(α)JE,�(α)JE

)= rankG∞ −μ∗(Ŷ∞(α),Y (α)
)

(2.24)= rankG∞ − rankW(Y(α), Ŷ∞(α)) + μ∗(Y(α), Ŷ∞(α)
)
, (4.18)

where the symplectic fundamental matrices �̂∞(t) and �(t) are given in (4.3) and (2.4). Now 
the last term in (4.18) is zero, while the middle term is equal to the rank of W(Ŷ∞, Y). Therefore, 
we obtain the first property in (4.5) from (4.18).

In view of Theorem 3.3 we can now interpret the result of Theorem 4.2 as an analogue of [30, 
Corollary 4.5] with b := ∞.

Corollary 4.4. With the assumptions and notation in Theorem 4.2 we have

mL(α,∞] = μ
(
JD∞,JDα∞

)
, mR[α,∞) = μ∗(Y(α), Ŷ∞(α)

)
. (4.19)

Proof. Since the conjoined basis Y has constant kernel on [α, ∞), we have mL(α, ∞) = 0 and 
mR[α, ∞) = 0. The formulas in (4.19) now follow from (3.4) and (4.5). �

In the last result of this section we will consider two conjoined bases Y and Ỹ of (H) with 
constant kernel on [α, ∞). Namely, we calculate the difference of their comparative indices in 
the spirit of Corollary 4.4.
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Lemma 4.5. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Y and Ỹ be conjoined bases of (H) with constant kernel on [α, ∞) ⊆ I . Then

mL(α,∞] − m̃L(α,∞] = μ
(
JD∞,JD̃∞

) − μ
(
Y(α), Ỹ (α)

)
, (4.20)

mR[α,∞) − m̃R[α,∞) = μ∗(Y(α), Ỹ (α)
) − μ∗(JD∞,JD̃∞

)
, (4.21)

where D∞ and D̃∞ are the constant matrices in (4.4) corresponding to Y and Ỹ .

Proof. We define the constant symplectic matrix S := −J �̂−1∞ (α), where �̂∞(t) is given 
in (4.3), and consider the symplectic fundamental matrices �(t) and �̃(t) of (H) such that 
�(t) E = Y(t) and �̃(t) E = Ỹ (t) on [a, ∞), with the constant 2n × n matrix E from (2.25). 
In addition, let Dα∞ be the matrix in (4.4) corresponding to the principal solution Ŷα of (H) at 
the point α. Then we have Y(t) = �̂∞(t) D∞, Ỹ (t) = �̂∞(t) D̃∞, and Ŷα(t) = �̂∞(t) Dα∞ on 
[a, ∞). It follows that for t = α we have

JD∞ = −S �(α)E, JD̃∞ = −S �̃(α)E, JDα∞ = −SE. (4.22)

By Corollary 4.4 applied to Y and Ỹ together with transformation formula (2.26) with the matri-
ces S := −S , � := �(α), and �̃ := �̃(α) we obtain

mL(α,∞] − m̃L(α,∞] (4.19)= μ
(
JD∞,JDα∞

) − μ
(
JD̃∞,JDα∞

)
(4.22)= μ

(−S �(α)E,−SE
) − μ

(−S �̃(α)E,−SE
)

(2.26)= μ
(−S �(α)E,−S �̃(α)E

) − μ
(
�(α)E, �̃(α)E

)
(4.22)= μ

(
JD∞,JD̃∞

) − μ
(
Y(α), Ỹ (α)

)
,

which shows formula (4.20). Next, by (4.3) we know that �̂∞(t) J E = Ŷ∞(t) on [a, ∞). Thus,

Ŷ∞(α) = S−1E, Y (α) = S−1S �(α)E, Ỹ (α) = S−1S �̃(α)E. (4.23)

Combining Corollary 4.4 applied to Y and Ỹ and transformation formula (2.27) with the matrices 
S := S−1, � := S �(α), and �̃ := S �̃(α) then yields

mR[α,∞) − m̃R[α,∞)
(4.19)= μ∗(Y(α), Ŷ∞(α)

) − μ∗(Ỹ (α), Ŷ∞(α)
)

(4.23)= μ∗(S−1S �(α)E,S−1E
) − μ∗(S−1S �̃(α)E,S−1E

)
(2.27)= μ∗(S−1S �(α)E,S−1S �̃(α)E

) − μ∗(S �(α)E,S �̃(α)E
)

(4.23), (4.22)= μ∗(Y(α), Ỹ (α)
) − μ∗(−JD∞,−JD̃∞

)
(2.28)= μ∗(Y(α), Ỹ (α)

) − μ∗(JD∞,JD̃∞
)
,

which shows formula (4.21). The proof is complete. �
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5. Singular Sturmian separation theorems

In this section we derive Sturmian separation theorems for the numbers of left proper focal 
points, resp. right proper focal points, of two conjoined bases of a nonoscillatory system (H) on 
the unbounded intervals (a, ∞] or (−∞, b], resp. [a, ∞) or [−∞, b). The results regarding left 
proper focal points include the multiplicities of focal points at ∞ as we discussed in Section 3, 
while the results regarding right proper focal points include the multiplicities of focal points 
at −∞. In addition, we will also derive the corresponding results for the open intervals (a, ∞)

or (−∞, b). As in the previous sections we do not impose any controllability assumption and the 
results are new even for a completely controllable system (H).

The following result corresponds to formulas (2.15) and (2.16) in the case of a compact inter-
val I = [a, b], see [30, Theorem 4.1] and Remark 5.2 below.

Theorem 5.1 (Singular Sturmian separation theorem). Assume that (1.1) holds with I = [a, ∞)

and system (H) is nonoscillatory at ∞. Then for any conjoined bases Y and Ỹ of (H) we have 
the equalities

mL(a,∞] − m̃L(a,∞] = μ
(
JD∞,JD̃∞

) − μ
(
Y(a), Ỹ (a)

)
, (5.1)

mR[a,∞) − m̃R[a,∞) = μ∗(Y(a), Ỹ (a)
) − μ∗(JD∞,JD̃∞

)
, (5.2)

where D∞ and D̃∞ are the constant matrices in (4.4) corresponding to Y and Ỹ .

Proof. Let α ∈ I be such that both conjoined bases Y and Ỹ have constant kernel on the interval 
[α, ∞). Applying formulas (2.15)–(2.16) on the interval [a, α] we obtain that

mL(a,α] − m̃L(a,α] = μ
(
Y(α), Ỹ (α)

) − μ
(
Y(a), Ỹ (a)

)
, (5.3)

mR[a,α) − m̃R[a,α) = μ∗(Y(a), Ỹ (a)
) − μ∗(Y(α), Ỹ (α)

)
. (5.4)

On the other hand, according to (4.20)–(4.21) in Lemma 4.5 we have the identities

mL(α,∞] − m̃L(α,∞] = μ
(
JD∞,JD̃∞

) − μ
(
Y(α), Ỹ (α)

)
, (5.5)

mR[α,∞) − m̃R[α,∞) = μ∗(Y(α), Ỹ (α)
) − μ∗(JD∞,JD̃∞

)
. (5.6)

Since mL(a, ∞] = mL(a, α] +mL(α, ∞] and m̃L(a, ∞] = m̃L(a, α] +m̃L(α, ∞], adding equal-
ities (5.3) and (5.5) yields the formula in (5.1). Similarly, from mR[a, ∞) = mR[a, α) +
mR[α, ∞) and m̃R[a, ∞) = m̃R[a, α) + m̃R[α, ∞) together with (5.4) and (5.6) we obtain the 
formula in (5.2). The proof is complete. �
Remark 5.2. The results in Theorem 5.1 represent the true “singular version” of the formulas 
in (2.15) and (2.16), which deal with a compact interval I = [a, b]. Indeed, for a fixed point 
s ∈ [a, b] we consider the (symplectic) fundamental matrix �̂s(t) of system (H) in the form

�̂s(t) := (
Ŷs(t) Ȳs(t)

)
, t ∈ [a, b], (5.7)
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where Ŷs is the principal solution of (H) at the point s and where Ȳs completes Ŷs to a normalized 
pair of conjoined bases, i.e., W(Ŷs, Ȳs) = I . Here we take the conjoined basis Ȳs with the initial 
conditions Ȳs(s) = −J E = (−I, 0)T , so that �̂s(s) = −J . Then for every conjoined basis 
Y of (H) there exists a unique constant 2n × n representation matrix Ds such that, in spirit of 
Proposition 2.5,

Y(t) = �̂s(t)Ds, t ∈ [a, b], Ds =
(−W(Ȳs, Y )

W(Ŷs, Y )

)
, JDs =

(
W(Ŷs, Y )

W(Ȳs, Y )

)
. (5.8)

Using (5.7) and (5.8) with s := a and s := b yields that Y(a) = −JDa and Y(b) = −JDb . 
Similarly, for another conjoined basis Ỹ of (H) we have Ỹ (a) = −JD̃a and Ỹ (b) = −JD̃b . 
Therefore, by using property (2.28) of the comparative index, the formulas (2.15) and (2.16) can 
be rewritten as

mL(a, b] − m̃L(a, b] = μ(JDb,JD̃b) − μ(JDa,JD̃a),

mR[a, b) − m̃R[a, b) = μ∗(JDa,JD̃a) − μ∗(JDb,JD̃b),

while the formulas (5.1) and (5.2) in Theorem 5.1 can be rewritten as

mL(a,∞] − m̃L(a,∞] = μ(JD∞,JD̃∞) − μ(JDa,JD̃a),

mR[a,∞) − m̃R[a,∞) = μ∗(JDa,JD̃a) − μ∗(JD∞,JD̃∞).

By considering a special choice of the conjoined basis Ỹ in Theorem 5.1 we obtain the fol-
lowing formulas. They highlight the importance of the minimal principal solution Ŷ∞ of (H) at 
∞ in counting the exact number of left and right proper focal points of any conjoined basis Y
of (H) in the intervals (a, ∞] and [a, ∞). Also, they correspond to formulas (2.17) and (2.18) in 
the case of a compact interval I = [a, b], see [30, Equation (5.28)].

Corollary 5.3. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then for any conjoined basis Y of (H) we have the equalities

mL(a,∞] = m̂La(a,∞] + μ
(
JD∞,JDa∞

)
, (5.9)

mR[a,∞) = m̂R∞[a,∞) + μ∗(Y(a), Ŷ∞(a)
)
, (5.10)

where D∞ and Da∞ are the constant matrices in (4.4) corresponding to Y and Ŷa .

Proof. Formula (5.9) follows from (5.1) with Ỹ := Ŷa , since in this case D̃∞ = D̂a∞ with the 
notation used in (4.4) and (4.6), and μ

(
Y(a), Ŷa(a)

) = μ
(
Y(a), E

) = 0 by (2.25). Similarly, 
formula (5.10) follows from (5.2) with Ỹ := Ŷ∞, since in this case D̃∞ = (I, 0)T and hence, 
μ∗(JD∞, JD̃∞) = μ∗(JD∞, −E) = 0. �

In the next statement we connect the multiplicities of left and right proper focal points of one 
conjoined basis Y of (H) in an unbounded interval. This result corresponds to formula (2.11), see 
also [30, Theorem 5.1].
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Theorem 5.4. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Ŷ∞ be the minimal principal solution of (H) at ∞. Then for any conjoined basis Y of (H)
its numbers of left proper focal points in the interval (a, ∞] and right proper focal points in the 
interval [a, ∞) satisfy

mL(a,∞] + rankW(Ŷ∞, Y ) = mR[a,∞) + rankX(a). (5.11)

Proof. Let Y be a fixed conjoined basis of (H). According to Proposition 2.4 we choose α ≥ a

such that Y has constant kernel on [α, ∞). By (2.11) applied to the interval [a, α] we get

mL(a,α] + rankX(α) = mR[a,α) + rankX(a). (5.12)

In particular, the equalities mL(a, α] = mL(a, ∞), mR[a, α) = mR[a, ∞), and rankX(α) =
rankG∞ hold, where G∞ is the genus corresponding to Y . Then formula (5.12) reads as

mL(a,∞) + rankG∞ = mR[a,∞) + rankX(a). (5.13)

Finally, combining formula (3.4) in Theorem 3.3 and equality (5.13) yields

mL(a,∞] + rankW(Ŷ∞, Y ) = mL(a,∞) + mL(∞) + rankW(Ŷ∞, Y )

(3.4)= mL(a,∞) + rankG∞ (5.13)= mR[a,∞) + rankX(a),

which shows identity (5.11). The proof is complete. �
In the remaining results of this section we will use the principal solution Ŷa of (H) at the point 

a and the minimal principal solution Ŷ∞ of (H) at ∞. For these particular conjoined bases of (H)
we have W(Ŷ∞, Ŷa) = X̂T∞(a) and the statement of Theorem 5.4 yields

m̂L∞(a,∞] = m̂R∞[a,∞) + rank X̂∞(a), (5.14)

m̂La(a,∞] + rank X̂∞(a) = m̂Ra[a,∞). (5.15)

In the following statement we relate the numbers of left and right proper focal points of Ŷ∞ and 
Ŷa in (a, ∞] and [a, ∞). This result corresponds to formulas (2.12) and (2.13), see also [30, 
Theorem 5.3, Corollary 5.4].

Theorem 5.5. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then we have

m̂L∞(a,∞] = m̂La(a,∞] + rank X̂∞(a), m̂Ra[a,∞) = m̂R∞[a,∞) + rank X̂∞(a), (5.16)

m̂La(a,∞] = m̂R∞[a,∞), m̂Ra[a,∞) = m̂L∞(a,∞]. (5.17)

Proof. The first formula in (5.16) follows from (5.9) with Y := Ŷ∞. Indeed, in this case we have 
with the notation used in (4.4) and (4.6) that
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JD∞ = −E, JDa∞ =
(

W(Ŷ∞, Ŷa)

W(Ȳ∞, Ŷa)

)
=

(
X̂T∞(a)

X̄T∞(a)

)
. (5.18)

Hence, μ(JD∞, JDa∞) = μ(−E, JDa∞) = rank X̂∞(a) by (2.25). Similarly, the second for-
mula in (5.16) follows from (5.10) with Y := Ŷa , since in this case μ∗(Ŷa(a), Ŷ∞(a)

) =
μ∗(E, Ŷ∞(a)

) = rank X̂∞(a) by (2.25). Finally, the formulas in (5.17) follow directly from 
(5.15) and (5.16). �
Remark 5.6. The results in Theorem 5.5 yield interesting connections with the limits of the 
corresponding equalities in (2.13). First of all, it is not at all clear whether the limits

lim
b→∞ m̂Lb(a, b], lim

b→∞ m̂Rb[a, b) (5.19)

exist, and if they exist, then what are their values. Below we show that both of these limits indeed 
exist and that the first one is equal to m̂L∞(a, ∞] as we would formally expect, but surprisingly 
the second one is not equal to m̂R∞[a, ∞) in general. More precisely, we have

lim
b→∞ m̂Lb(a, b] (2.13)= lim

b→∞ m̂Ra[a, b) = m̂Ra[a,∞)
(5.17)= m̂L∞(a,∞],

lim
b→∞ m̂Rb[a, b)

(2.13)= lim
b→∞ m̂La(a, b] = m̂La(a,∞)

(5.17)= m̂R∞[a,∞) − m̂La(∞).

The above calculation shows that the second limit in (5.19) is equal to the formally expected value 
m̂R∞[a, ∞) only when m̂La(∞) = 0, i.e., only when the principal solution Ŷa is antiprincipal at 
∞ according to Remark 3.2(ii).

Equations (5.9) and (5.10) yield the lower bounds

mL(a,∞] ≥ m̂La(a,∞], mR[a,∞) ≥ m̂R∞[a,∞) (5.20)

for the numbers of left and right proper focal points of any conjoined basis Y of (H) in the interval 
(a, ∞] and [a, ∞). Observe that both lower bounds are the same according to (5.17). Observe 
also, that the second estimate in (5.20) generalizes Proposition 1.2 to possibly uncontrollable 
system (H). In the next statement we provide the corresponding optimal upper bounds for the 
numbers mL(a, ∞] and mR[a, ∞). These estimates correspond to (2.14) in the case of a compact 
interval I = [a, b], see [30, Theorem 5.6].

Theorem 5.7 (Singular Sturmian separation theorem). Assume that (1.1) holds with I = [a, ∞)

and system (H) is nonoscillatory at ∞. Then for any conjoined basis Y of (H) we have

m̂La(a,∞] ≤ mL(a,∞] ≤ m̂L∞(a,∞], (5.21)

m̂R∞[a,∞) ≤ mR[a,∞) ≤ m̂Ra[a,∞). (5.22)

Proof. The lower bounds in (5.21) and (5.22) are proven in (5.20). For the upper bound in (5.21)
we apply formula (5.1) with Ỹ := Ŷ∞ and D̃∞ := (I, 0)T to get
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mL(a,∞] − m̂L∞(a,∞] = μ
(
JD∞,−E

) − μ
(
Y(a), Ŷ∞(a)

) = −μ
(
Y(a), Ŷ∞(a)

) ≤ 0.

Similarly, for the upper bound in (5.22) we apply (5.2) with Ỹ := Ŷa and D̃∞ := D̂a∞ to get

mR[a,∞) − m̂Ra[a,∞) = μ∗(Y(a),E
) − μ∗(JD∞,JD̂a∞

) = −μ∗(JD∞,JD̂a∞
) ≤ 0.

The proof is complete. �
The results in the above theorem yield the following optimal estimates for the left and right 

proper focal points of any two conjoined bases of (H). They correspond to [30, Corollary 5.8] for 
the case of a compact interval I = [a, b].

Corollary 5.8 (Singular Sturmian separation theorem). Assume that (1.1) holds with I = [a, ∞)

and system (H) is nonoscillatory at ∞. Then for any conjoined bases Y and Ỹ of (H) we have∣∣mL(a,∞] − m̃L(a,∞] ∣∣ ≤ rank X̂∞(a) ≤ n,∣∣mR[a,∞) − m̃R[a,∞)
∣∣ ≤ rank X̂∞(a) ≤ n,∣∣mL(a,∞] − m̃R[a,∞)
∣∣ ≤ rank X̂∞(a) ≤ n.

Proof. The given inequalities follow by the combination of Theorems 5.7 and 5.5. �
Remark 5.9. In [30, Theorem 5.9, Corollary 5.10] we derived some additional Sturmian separa-
tion theorems for compact interval I = [a, b]. These results can now be extended to unbounded 
interval (a, ∞] and [a, ∞) by the methods of this paper. In particular, these results hold also on 
the corresponding unbounded intervals when the quantities rank X̂a(b), rankX(b), and rank X̃(b)

are replaced respectively by the quantities rankW(Ŷ∞, Ŷa), rankW(Ŷ∞, Y), and rankW(Ŷ∞, Ỹ ).

In the last part of this section we will analyze the numbers mL(a, ∞) and mR(a, ∞) of left 
and right proper focal points of a conjoined basis Y of (H) in the open interval (a, ∞). The aim 
is to find optimal lower and upper bounds for these numbers resembling the results in (5.21) and 
(5.22) in Theorem 5.7. The motivation for studying the above problem comes from the question 
whether the estimates on the bounded interval [a, b] in (2.14), or the estimates on the unbounded 
interval (a, ∞] in (5.21) and on [a, ∞) in (5.22), lead to the conclusions that

m̂La(a,∞) ≤ mL(a,∞) ≤ m̂L∞(a,∞), (5.23)

m̂R∞(a,∞) ≤ mR(a,∞) ≤ m̂Ra(a,∞). (5.24)

We will show that the lower bounds in (5.23) and (5.24) are correct and optimal, but the upper 
bounds in (5.23) and (5.24) are wrong in general, see Remark 5.12 below. In fact, it is surprising 
that the correct and optimal upper bounds for mL(a, ∞) and mR(a, ∞) are the same as in (5.21)
and (5.22), i.e., they are equal to m̂L∞(a, ∞] and m̂Ra[a, ∞), respectively.

Another motivation for the study of mL(a, ∞) comes from the fact that mL(a, ∞) =
mL(a, ∞] when Y is an antiprincipal solution of (H) at ∞, see Remark 3.2(ii). Examples of 
such antiprincipal solutions at ∞ are discussed in Proposition 2.11, in Appendix A below, and 
in [27, Proposition 5.15] and [31, Theorem 7.1].
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Theorem 5.10. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then for any conjoined basis Y of (H) we have

m̂La(a,∞) ≤ mL(a,∞) ≤ m̂La(a,∞) + rankG∞
a = m̂L∞(a,∞], (5.25)

m̂R∞(a,∞) ≤ mR(a,∞) ≤ m̂R∞(a,∞) + rank X̂∞(a+) = m̂Ra[a,∞), (5.26)

where G∞
a is the genus of the principal solution Ŷa near ∞.

Proof. Let Y be a conjoined basis of (H). By (2.12) and (2.14) with b := t we have

m̂La(a, t] ≤ mL(a, t] ≤ m̂La(a, t] + rank X̂a(t) for all t ∈ (a,∞). (5.27)

Upon taking the limit as t → ∞ in (5.27) we obtain

m̂La(a,∞) ≤ mL(a,∞) ≤ m̂La(a,∞) + rankG∞
a .

It remains to prove the last equality in (5.25), for which we utilize the results in Theorems 5.5
and 3.3. In particular, we have

m̂L∞(a,∞] (5.16)= m̂La(a,∞] + rank X̂∞(a) = m̂La(a,∞) + m̂La(∞) + rank X̂∞(a)

(3.4)= m̂La(a,∞) + rankG∞
a − rankW(Ŷ∞, Ŷa) + rank X̂∞(a)

= m̂La(a,∞) + rankG∞
a ,

because W(Ŷ∞, Ŷa) = X̂T∞(a). Therefore, (5.25) is established. For (5.26) we have by (5.22)
with a := t and by the second equation in (5.16) with a := t that

m̂R∞[t,∞) ≤ mR[t,∞) ≤ m̂R∞[t,∞) + rank X̂∞(t) for all t ∈ [a,∞). (5.28)

Upon taking the limit as t → a+ in (5.28) we obtain

m̂R∞(a,∞) ≤ mR(a,∞) ≤ m̂R∞(a,∞) + rank X̂∞(a+).

Finally, the last equality in (5.26) follows from the calculation

m̂Ra[a,∞)
(5.16)= m̂R∞[a,∞) + rank X̂∞(a) = m̂R∞(a,∞) + m̂R∞(a) + rank X̂∞(a)

(1.3)= m̂R∞(a,∞) + rank X̂∞(a+).

The proof is complete. �
We note that according to Remark 2.6 we can replace in (5.26) the quantity rank X̂∞(a+) by 

rankG∞(a+), where G∞(a+) is the genus of Ŷ∞ in the right neighborhood of a. This shows that 
the estimates in (5.25) and (5.26) are symmetric in some sense.
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Remark 5.11. (i) The lower and upper bounds in (5.25) are optimal in the sense that the lower 
bound is obviously attained for Y := Ŷa , while the upper bound is attained for Y := Ŷb for b large 
enough, i.e., m̂Lb(a, ∞) = m̂L∞(a, ∞] for b large enough. We will show that the latter equality 
holds for all b > α̂a , where

α̂a := inf
{
α ∈ [a,∞), Ŷa has constant kernel on the interval [α,∞)

}
.

Let b > α̂a . With this choice of b the conjoined basis Ŷa has constant kernel on the interval 
[b, ∞), so that m̂La(b, ∞) = 0. Then by the lower bound in (5.25) on the interval (b, ∞) and 
with Y := Ŷa we obtain that m̂Lb(b, ∞) ≤ m̂La(b, ∞) = 0. Hence, m̂Lb(b, ∞) = 0 as well. Then

m̂Lb(a,∞) = m̂Lb(a, b] + m̂Lb(b,∞)
(2.12)= m̂La(a, b] + rank X̂a(b)

= m̂La(a,∞) + rankG∞
a

(5.25)= m̂L∞(a,∞].

(ii) In a similar way we show that the lower and upper bounds in (5.26) are also optimal. In 
particular, the lower bound in (5.26) is attained for Y := Ŷ∞ and the upper bound is attained for 
Y := Ŷb for b sufficiently close to a, i.e., m̂Rb(a, ∞) = m̂Ra[a, ∞) for b sufficiently close to a. 
Namely, we will prove that the latter equality holds for all b ∈ (a, β̂∞), where

β̂∞ := sup
{
β ∈ (a,∞), Ŷ∞ has constant kernel on the interval (a,β]}. (5.29)

Let us fix b ∈ (a, β̂∞). Then we have by the second formula in (5.17) with a := b that

m̂Rb(a,∞) = m̂Rb(a, b) + m̂Rb[b,∞)
(5.17)= m̂Rb(a, b) + m̂L∞(b,∞]. (5.30)

Now we show that m̂Rb(a, b) = 0. By (5.29) we know that Ŷ∞ has constant kernel on the interval 
[t, b) for every t ∈ (a, b), i.e., m̂R∞[t, b) = 0 for all t ∈ (a, b). Then by (2.14) with a := t and 
Y := Ŷ∞ we conclude that m̂Rb[t, b) = 0 for all t ∈ (a, b). Upon taking the limit as t → a+ we 
obtain that m̂Rb(a, b) = limt→a+ m̂Rb[t, b) = 0. Next, since Ŷ∞ also satisfies m̂L∞(a, b] = 0 by 
(5.29), it follows that m̂L∞(b, ∞] = m̂L∞(a, ∞], while the latter quantity is equal to m̂Ra[a, ∞)

by (5.17). Therefore, it follows from (5.30) that m̂Rb(a, ∞) = m̂Ra[a, ∞).

Remark 5.12. (i) Since by Remark 3.2(ii) the multiplicity of the focal point of Ŷ∞ at ∞ is 
m̂L∞(∞) = n − d∞, it follows that m̂L∞(a, ∞] = m̂L∞(a, ∞) + n − d∞. This means that the 
wrong upper bound from (5.23) has to be adjusted (i.e., increased) by the correction term n −d∞. 
This shows that this correction term does not depend on the left endpoint a and that the maximal 
number of left proper focal points of Y in (a, ∞) or in (a, ∞] is always greater or equal to 
n − d∞. Moreover, the upper bound in (5.23) is indeed optimal only when d∞ = n. In the latter 
case every conjoined basis of (H) satisfies mL(∞) = 0. Similarly, the wrong upper bound in 
(5.24) has to be increased to the number m̂Ra[a, ∞) by the correction term m̂Ra(a) = n − d+

a , 
where d+

a is the maximal order of abnormality of (H) in the right neighborhood of a, see [31, 
Equation (2.17)].

(ii) In the proof of Theorem 5.10 we showed that the upper bound in (5.25) is attained by 
the principal solution Ŷb when b > α̂a , i.e., m̂Lb(a, ∞) = m̂L∞(a, ∞]. This means that also 
m̂Lb(a, ∞] = m̂L∞(a, ∞], and consequently m̂Lb(∞) = 0. In other words, Ŷb is an antiprincipal 
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solution at ∞ for every b > α̂a . This observation is in agreement with [27, Proposition 5.15] for 
large b.

(iii) By similar arguments as in part (ii) adjusted to the upper bounds in (5.26) and (5.22) we 
obtain that for all b ∈ (a, β̂∞) the conjoined basis Ŷb satisfies m̂Rb(a) = 0.

As an analogy of Corollary 5.8 we obtain from Theorem 5.10 the following.

Corollary 5.13. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then for any two conjoined bases Y and Ỹ of (H) we have∣∣mL(a,∞) − m̃L(a,∞)

∣∣ ≤ rankG∞
a ≤ n, (5.31)∣∣mR(a,∞) − m̃R(a,∞)

∣∣ ≤ rank X̂∞(a+) ≤ n. (5.32)

Proof. The result in (5.31), resp. in (5.32), follows from estimate (5.25), resp. from esti-
mate (5.26), applied to the two conjoined bases Y and Ỹ . �

Our final result in this section connects the multiplicities of left and right proper focal points 
of the principal solutions Ŷa and Ŷ∞ in the open interval (a, ∞).

Corollary 5.14. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then we have the equality

m̂La(a,∞) + rankG∞
a = m̂R∞(a,∞) + rank X̂∞(a+), (5.33)

where G∞
a is the genus of the principal solution Ŷa near ∞. In particular, the equality

m̂La(a,∞) = m̂R∞(a,∞) (5.34)

holds if and only if rankG∞
a = rank X̂∞(a+).

Proof. By (3.4) and (1.3) we have

m̂La(∞) = rankG∞
a − rankW(Ŷ∞, Ŷa) = rankG∞

a − rank X̂∞(a),

m̂R∞(a) = rank X̂∞(a+) − rank X̂∞(a).

Therefore, equation (5.33) is equivalent with the first equality in (5.17). The second statement in 
the corollary then follows directly from (5.33). �

In the completely controllable case every conjoined basis Y of (H) has X(t) invertible near 
a and near ∞. Therefore, the condition rankG∞

a = rank X̂∞(a+) = n is automatically satisfied 
and we get from Corollary 5.14 the following. This result is also new even in this special setting.

Corollary 5.15. Assume that (1.1) holds with I = [a, ∞) and system (H) is completely control-
lable on [a, ∞) and nonoscillatory at ∞. Then the principal solutions Ŷa and Ŷ∞ satisfy the 
equality in (5.34), i.e., Ŷa and Ŷ∞ have the same number of focal points in (a, ∞).
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Remark 5.16. It is easy to see that under assumption (1.1) with I = (−∞, b] and for a nonoscil-
latory system (H) at −∞ the results in this section hold also for the numbers of left and right 
proper focal points of the conjoined bases Y , Ŷ−∞, and Ŷb in the intervals (−∞, b] and [−∞, b), 
respectively in the open interval (−∞, b).

6. Asymptotic properties of comparative index

In this section we apply the results in Section 5 to obtain asymptotic formulas for the compar-
ative indices μ

(
Y(t), Ỹ (t)) and μ∗(Y(t), Ỹ (t)) when t → ±∞. Moreover, in addition to (3.4)

and (3.14) we derive another representation formulas for the multiplicities mL(∞) and mR(−∞)

for a conjoined basis Y in terms of limits at ±∞ of comparative indices involving Y and the prin-
cipal solution Ŷt . These results essentially extend the limit properties of the comparative index 
in (2.19) or in [30, Section 6] to the case of t0 = ±∞.

Theorem 6.1. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then for any two conjoined bases Y and Ỹ of (H) the limits of the comparative indices 
μ

(
Y(t), Ỹ (t)

)
and μ∗(Y(t), Ỹ (t)

)
for t → ∞ exist and

μ∞(Y, Ỹ ) := lim
t→∞μ

(
Y(t), Ỹ (t)

) = μ(JD∞,JD̃∞) − mL(∞) + m̃L(∞), (6.1)

μ∗∞(Y, Ỹ ) := lim
t→∞μ∗(Y(t), Ỹ (t)

) = μ∗(JD∞,JD̃∞), (6.2)

where D∞ and D̃∞ are the constant matrices in (4.4) corresponding to Y and Ỹ .

Proof. By Theorem 5.1 we know that for every t ∈ [a, ∞)

μ
(
Y(t), Ỹ (t)

) = μ(JD∞,JD̃∞) − mL(t,∞] + m̃L(t,∞], (6.3)

μ∗(Y(t), Ỹ (t)
) = μ∗(JD∞,JD̃∞) + mR[t,∞) − m̃R[t,∞). (6.4)

Since system (H) is nonoscillatory at ∞, the conjoined bases Y and Ỹ have no left and right 
proper focal points in the intervals (t, ∞) and [t, ∞) for sufficiently large t , i.e., mL(t, ∞) =
0 = m̃L(t, ∞) and mR[t, ∞) = 0 = m̃R[t, ∞) for large t . Therefore, upon taking the limit as 
t → ∞ in (6.3) and (6.4) we obtain (6.1) and (6.2), respectively. �
Remark 6.2. By taking Ỹ := Ŷ∞ we have JD̃∞ = −E and hence, μ(JD∞, JD̃∞) = 0 by 
(2.28) and (2.25). Therefore, in this case equation (6.1) with m̃L(∞) = m̂L∞(∞) = n − d∞ and 
equation (6.2) yield

μ∞(Y, Ŷ∞) = n − d∞ − mL(∞)
(3.1)= rankTα, ∞, μ∗∞(Y, Ŷ∞) = 0,

where α ∈ [a, ∞) is such that Ŷ∞ has constant kernel on [α, ∞) and d[α, ∞) = d∞. This reveals 
another interesting property of the matrix Tα, ∞ associated with Y , namely that its rank is equal 
to the limit of the comparative index μ(Y (t), Ŷ∞(t)) as t → ∞.
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Remark 6.3. By [30, Theorem 6.1] or [12, Theorem 2.3] we know that the comparative index 
μ(Y (t), Ỹ (t)) is right continuous, the dual comparative index μ∗(Y (t), Ỹ (t)) is left continuous, 
and the formula

lim
t→t−0

μ(Y (t), Ỹ (t)) = μ(Y (t0), Ỹ (t0)) − mL(t0) + m̃L(t0)

holds. Therefore, the left discontinuity of μ(Y (t), Ỹ (t)) at t0 measures the difference between 
the multiplicities mL(t0) and m̃L(t0). From this point of view the results in (6.1) and (6.2) of 
Theorem 6.1 can be interpreted as a compactification of these properties on the extended in-
terval [a, ∞] = [a, ∞) ∪{∞}, where we would define μ(Y (∞), Ỹ (∞)) := μ(JD∞, JD̃∞) and 
μ∗(Y (∞), Ỹ (∞)) := μ∗(JD∞, JD̃∞). In this case the left discontinuity of μ(Y (t), Ỹ (t)) at ∞, 
i.e., formula (6.1), measures the difference between the multiplicities mL(∞) and m̃L(∞).

In the next theorem we present a formula for calculating the multiplicity of the focal point at 
∞ of a conjoined basis Y in terms of the comparative index of Y with the principal solution Ŷt , 
respectively in terms of their representing matrices D∞ and Dt∞ in (4.4) and (4.6). This result 
corresponds to [30, Theorems 6.3 and 6.5] in the case of a compact interval I .

Theorem 6.4. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Then for any conjoined basis Y of (H) the limits of the comparative indices μ

(
JD∞, JDt∞

)
and 

μ∗(JD∞, JDt∞
)

for t → ∞ exist and

lim
t→∞μ

(
JD∞,JDt∞

) = mL(∞), (6.5)

lim
t→∞μ∗(JD∞,JDt∞

) = n − d∞, (6.6)

where D∞ and Dt∞ are the constant matrices in (4.4) and (4.6) corresponding to Y and Ŷt .

Proof. By Corollary 5.3 and Theorem 5.5 we have for every t ∈ [a, ∞) that

μ
(
JD∞,JDt∞

) (5.9)= mL(t,∞] − m̂Lt (t,∞] (5.17)= mL(t,∞] − m̂R∞[t,∞). (6.7)

Since system (H) is nonoscillatory at ∞, the conjoined bases Y and Ŷ∞ have no left and right 
proper focal points in the intervals (t, ∞) and [t, ∞) for sufficiently large t , i.e., mL(t, ∞) =
0 = m̂R∞[t, ∞) for large t . Therefore, upon taking the limit as t → ∞ in (6.7) we obtain (6.5). 
Alternatively we can use the first formula in (4.19) (with α := t ) to obtain (6.5) directly. Next we 
show that formula (6.6) follows from (6.5) by using the relationship between the dual compara-
tive index and the comparative index in (2.23) and (2.24). We fix t ∈ [a, ∞). By the form of the 
matrices JDt∞ in (5.18) with a := t and JD∞ in (4.4) we obtain from (2.23) that

μ∗(JDt∞,JD∞
) + rank X̂∞(t) = μ

(
JD∞,JDt∞

) + rankW(Ŷ∞, Y ), (6.8)

where we also used that W(Ŷ∞, Ŷt ) = X̂T∞(t). Moreover, from (2.24) we get

μ∗(JD∞,JDt∞
) + μ∗(JDt∞,JD∞

) = rankW(JD∞,JDt∞) = rankX(t), (6.9)
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where we used that W(JD∞, JDt∞) = W(Y, Ŷt ) = XT (t). Upon subtracting (6.8) from equation 
(6.9) we obtain

μ∗(JD∞,JDt∞
) = rank X̂∞(t) + rankX(t) − rankW(Ŷ∞, Y ) − μ

(
JD∞,JDt∞

)
. (6.10)

If G∞
min and G∞ are the genera of conjoined bases corresponding to Ŷ∞ and Y , respectively, then 

rank X̂∞(t) ≡ rankG∞
min = n − d∞ and rankX(t) ≡ rankG∞ for large t . This fact together with 

the validity of (6.5) imply that the limit of μ∗(JD∞, JDt∞
)

as t → ∞ exists, and by (6.10) and 
(6.5) it is equal to

lim
t→∞μ∗(JD∞,JDt∞

) = n − d∞ + rankG∞ − rankW(Ŷ∞, Y ) − mL(∞)
(3.4)= n − d∞.

The proof of formula (6.6) is complete. �
Remark 6.5. If assumption (1.1) holds with I = (−∞, b] and system (H) is nonoscillatory 
at −∞, then analogous results as in Theorems 6.1 and 6.4 and Remark 6.2 hold for the lim-
its of the corresponding comparative indices as t → −∞. More precisely, we have the formulas

μ−∞(Y, Ỹ ) := lim
t→−∞μ

(
Y(t), Ỹ (t)

) = μ(JD−∞,JD̃−∞),

μ∗−∞(Y, Ỹ ) := lim
t→−∞μ∗(Y(t), Ỹ (t)

) = μ∗(JD−∞,JD̃−∞) − mR(−∞) + m̃R(−∞),

μ−∞(Y, Ŷ−∞) = 0, μ∗−∞(Y, Ŷ−∞) = rankTβ, −∞,

where β ∈ (−∞, b] is such that Ŷ−∞ has constant kernel on (−∞, β] and d(−∞, β] = d−∞. 
Moreover, we have the limits

lim
t→−∞μ∗(JD−∞,JDt−∞

) = mR(−∞),

lim
t→−∞μ

(
JD−∞,JDt−∞

) = n − d−∞,

where D−∞, D̃−∞, and Dt−∞ are the constant matrices corresponding to Y , Ỹ , and Ŷt with 
respect to the symplectic fundamental matrix �̂−∞(t) = (

Ŷ−∞(t) Ȳ−∞(t)
)

involving the min-

imal principal solution Ŷ−∞ of (H) at −∞, i.e., as in (4.4) and (5.8) we have

JD−∞ =
(

W(Ŷ−∞, Y )

W(Ȳ−∞, Y )

)
, JD̃−∞ =

(
W(Ŷ−∞, Ỹ )

W(Ȳ−∞, Ỹ )

)
, JDt−∞ =

(
W(Ŷ−∞, Ŷt )

W(Ȳ−∞, Ŷt )

)
.

Remark 6.6. The results in Theorems 5.1 and 6.1 and in Remark 6.5 allow to interpret the limit 
case of the formulas (2.15) and (2.16) for b → ∞. Indeed, by (5.1) and (6.1), respectively by 
(5.2) and (6.2), for any conjoined bases Y and Ỹ we have



P. Šepitka, R. Šimon Hilscher / J. Differential Equations 266 (2019) 7481–7524 7513

mL(a,∞) − m̃L(a,∞) = μ∞(Y, Ỹ ) − μ(Y (a), Ỹ (a)),

mR[a,∞) − m̃R[a,∞) = μ∗(Y (a), Ỹ (a)) − μ∗∞(Y, Ỹ ),

mL(−∞, b] − m̃L(−∞, b] = μ(Y (b), Ỹ (b)) − μ−∞(Y, Ỹ ),

mR(−∞, b) − m̃R(−∞, b) = μ∗−∞(Y, Ỹ ) − μ∗(Y (b), Ỹ (b)).

These formulas represent the continuous time versions of the limit formulas for conjoined bases 
of one discrete symplectic system in [7, Theorem 4.1].

7. Sturm–Liouville differential equation

In this section we will discuss some of the results from Section 5 for the second order Sturm–
Liouville differential equation(

r(t) y′)′ + p(t) y(t) = 0, t ∈ [a,∞), (SL)

where r, p : [a, ∞) → R are given piecewise continuous functions such that r(t) > 0 on [a, ∞). 
As it is common for piecewise continuous functions, the assumption of the positivity of r means 
that the one-sided limits of r(t) at its points of discontinuity are also positive, so that 1/r is 
also piecewise continuous on [a, ∞). Under these assumptions equation (SL) is a special case 
of system (H) with n = 1, A(t) ≡ 0, B(t) = 1/r(t), and C(t) = −p(t), that is, x := y and 
u := r(t) y ′. For classical results (oscillation, nonoscillation, disconjugacy) about equation (SL)
with continuous coefficients on [a, ∞) we refer to [5,16,21,22]. We note that equation (SL) or 
the corresponding system (H) with the above coefficients is completely controllable on [a, ∞).

In order to apply the results from Section 5, we denote by ŷa the principal solution of (SL)
at a, i.e., it is determined by the initial conditions ŷa(a) = 0 and ŷ′

a(a) = 1/r(a). We recall that 
the principal solution ŷ∞ of a nonoscillatory equation (SL) at ∞ is defined by the condition ∫ ∞
α

1/[r(t) ŷ2∞(t)] dt = ∞, where α ∈ [a, ∞) is such that ŷ∞(t) �= 0 on [α, ∞). The principal 
solutions ŷa and ŷ∞ are uniquely determined (up to a nonzero constant multiple).

The zeros (i.e., focal points in the terminology of the previous sections) of a nontrivial so-
lution y of (SL) are defined by the condition y(t0) = 0, when t0 is a finite point. In addition, 
according to (3.15) in Remark 3.7 we say that y has a zero at ∞ if y = ŷ∞, i.e., if y is prin-
cipal at ∞. All the zeros of y are simple, i.e., their multiplicities are 1. In accordance with 
(1.5) we will use the unified notation m(t0), m̃(t0), m̂a(t0), m̂∞(t0) for the multiplicities of t0
of the solutions y, ỹ, ŷa , ŷ∞. That is, for a solution y of (SL) we denote m(t0) := mL(t0) for 
t0 ∈ (a, ∞] or m(t0) := mR(t0) for t0 ∈ [a, ∞), where the equality mL(t0) = mR(t0) holds for 
every t0 ∈ (a, ∞). Similar notation will be used for the numbers of zeros of y, ỹ, ŷa , ŷ∞ in some 
given interval. In this context m(∞) = 0 if and only if y is an antiprincipal solution at ∞, or in 
other words 

∫ ∞
α

1/[r(t) y2(t)] dt < ∞ for some α ∈ [a, ∞) such that y(t) �= 0 on [α, ∞).

Remark 7.1. Recently we have observed the paper [1], which studies the validity of the singu-
lar Sturmian comparison theorem for two equations of the form (SL) under a standard (strict) 
majorant condition. However, the approach in this reference does not allow to apply the results 
to one equation (SL), hence to deduce the corresponding singular Sturmian separation theorem. 
As a consequence of Theorems 5.5 and 5.7 we obtain the corresponding statement as follows. 
Assume that equation (SL) is nonoscillatory at ∞ and let y1 and y2 be two linearly independent 
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solutions of (SL). If y1 has two consecutive zeros at t1, t2 ∈ [a, ∞], t1 < t2, then y2 has exactly 
one zero in the open interval (t1, t2).

Another motivation for the study of equation (SL) we found in the paper [6], which uses the 
principal solution ŷ∞ to derive some existence theorems for second order nonlinear differential 
equations. In particular, in [6, Remark 1, Lemma 5] the authors study the question when

ŷ∞(t) �= 0 on the whole interval [a,∞) (7.1)

and relate this condition to the disconjugacy of (SL) on the interval [a, ∞). Following the classi-
cal terminology, see [16, Section XI.6] or [5], we define equation (SL) to be disconjugate on an 
interval I0 ⊆ [a, ∞] if any nontrivial solution of (SL) has at most one zero in I0. Note that the 
right endpoint ∞ is now included in the above definition.

It is well known that the disconjugacy of (SL) on [a, ∞) is a condition, which is necessary but 
not sufficient for the validity of (7.1). This fact is illustrated by [6, Example 1], where (SL) is dis-
conjugate on [a, ∞) but the principal solution ŷ∞ satisfies ŷ∞(t) > 0 on (a, ∞) and ŷ∞(a) = 0, 
i.e., (7.1) does not hold. This clearly means that ŷ∞ = ŷa (up to a nonzero constant multiple) and 
this solution has two zeros in the interval [a, ∞]. Hence, equation (SL) from [6, Example 1] is 
not disconjugate on [a, ∞] in the present setting.

The following characterization of (7.1) is an immediate consequence of the above definition 
and the results in Theorems 5.5 and 5.7. We can see that the formulation is in the same spirit as 
in the regular case, see [5, Theorems 1.1 and 1.2].

Theorem 7.2. The following statements are equivalent.

(i) Condition (7.1) holds.
(ii) The solution ŷa is positive on (a, ∞) and antiprincipal at ∞.

(iii) Equation (SL) is disconjugate on the interval [a, ∞].
(iv) There exists a solution of (SL) with no zeros in the interval [a, ∞].

Proof. Assume that (i) holds, i.e., m̂∞[a, ∞) = 0. Then by (5.17) we get m̂a(a, ∞] = 0, so 
that ŷa(t) �= 0 (positive) on (a, ∞), as well as m̂a(∞) = 0. The latter condition means that ŷa

is not principal at ∞, i.e., (ii) holds. Next we assume that (ii) is satisfied, that is, m̂a(a) = 1
and m̂a(a, ∞] = 0. Then m̂a(∞) = 0 and m̂a[a, ∞) = 1. By (5.15) we get rank ŷ∞(a) = 1, 
so that by (5.16) we have m̂∞(a, ∞] = 1. This implies through (5.21) that m(a, ∞] ≤ 1 for 
every nontrivial solution y of (SL). If equation (SL) has a solution ỹ with two zeros t1 < t2 in 
[a, ∞], then ỹ is not a constant multiple of ŷa , and hence a < t1. Thus, m̃(a, ∞] = 2, which is 
a contradiction. Therefore, every nontrivial solution of (SL) has at most one zero in [a, ∞], i.e., 
(iii) holds. Next we assume that (iii) is satisfied. Then the solution ŷa satisfies m̂a(a) = 1 and 
m̂a(a, ∞] = 0. Hence, ŷa is not principal at ∞. Since the disconjugacy of (SL) on [a, ∞] implies 
the nonoscillation of (SL) at ∞, the principal solution ŷ∞ exists and satisfies m̂∞[a, ∞) = 0, 
compare with (5.17). Then without loss of generality ŷa(t) > 0 on (a, ∞) and ŷ∞(t) > 0 on 
[a, ∞). Also, since m̂∞(∞) = 1, the solutions ŷa and ŷ∞ are linearly independent. Then the 
solution ỹ := ŷa + ŷ∞ satisfies ỹ(t) > 0 on [a, ∞) and ỹ is not principal at ∞, i.e., m̃(∞) = 0. 
Hence, ỹ has no zeros in [a, ∞]. Finally, if (iv) is satisfied and ỹ is the solution with no zeros in 
[a, ∞], then by (5.22) with y := ỹ we have m̂∞[a, ∞) ≤ m̃[a, ∞) = 0. This means that ŷ∞ has 
no zeros in [a, ∞), i.e., (7.1) holds. The proof is complete. �
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The results in Remark 7.1 and Theorem 7.2 clearly hold also on the unbounded intervals 
[−∞, b] or [−∞, ∞], see also Remark 8.1, which we illustrate by the following example.

Example 7.3. Equation y′′ = 0 has the principal solution ŷ∞ = ŷ−∞ ≡ 1 at ±∞, which is pos-
itive on (−∞, ∞) but has two zeros in the interval [−∞, ∞] (its zeros are at ±∞). Therefore, 
this equation is disconjugate on (−∞, ∞), (−∞, ∞], or [−∞, ∞), but it is not disconjugate on 
the interval [−∞, ∞]. Moreover, according to Remark 7.1 every solution y2, which is linearly 
independent with y1 ≡ 1, has exactly one zero in the open interval (−∞, ∞). This obviously 
holds, since y2(t) = kt + q for k, q ∈ R with k �= 0.

8. Conclusions and remarks

In this paper we have presented Sturmian separation theorems for possibly uncontrollable 
linear Hamiltonian systems (H) on unbounded intervals [a, ∞) or (−∞, b]. We showed that the 
classical Sturmian separation theorems on a compact interval [a, b] obtained recently in [12,30]
can be extended to unbounded intervals by using suitable properties of the comparative index. 
The key feature is to define properly the multiplicities of proper focal points at ∞ and −∞
(Definition 3.1, Theorem 3.3, and Remark 3.6) and to count the multiplicities of proper focal 
points including those at ∞ (for the left proper focal points) and at −∞ (for the right proper focal 
points). The main results contain exact formulas for the difference of the numbers of proper focal 
points of two conjoined bases Y and Ỹ (Theorem 5.1), exact formulas for the numbers of proper 
focal points of one conjoined basis Y (Corollary 5.3), the relationship between the numbers of 
left and right proper focal points for a given conjoined basis Y (Theorem 5.4), comparison of the 
numbers of proper focal points of the (minimal) principal solutions Ŷa and Ŷ∞ (Theorem 5.5), 
optimal lower and upper bounds for numbers of proper focal points of any conjoined basis Y
(Theorems 5.7 and 5.10), optimal estimates for the difference of proper focal points of any two 
conjoined bases Y and Ỹ (Corollaries 5.8 and 5.13), and asymptotic formulas for the comparative 
index and the dual comparative index involving two conjoined bases Y and Ỹ (Theorems 6.1
and 6.4). Also, in the appendix below we derived new characterizations of antiprincipal solutions 
of (H) at ∞ in terms of a Wronskian (Theorem A.1) and in terms of a limit (Theorem A.4), which 
are used in the proof of Theorem 3.3 to calculate the multiplicities of focal points at ∞.

We emphasize that all the results in this paper are new even for a completely controllable 
linear Hamiltonian system (H).

We are convinced that the contributions in this paper will motivate further development of 
the oscillation theory for linear Hamiltonian systems and Sturm–Liouville differential equations. 
For example, unified Sturmian separation theorems on regular intervals (i.e., compact intervals) 
and on singular type intervals can be obtained as an immediate consequence of the results in [30]
and those in this paper. We will provide detailed statements of this unified theory in a separate 
note. Furthermore, the new notion of a multiplicity of a focal point at ±∞ (Definition 3.1 and 
Remark 3.6) will lead to a new interpretation of other classical topics in the theory of differential 
equations, such as the disconjugacy of system (H) on unbounded intervals [a, ∞), [a, ∞], or 
[−∞, ∞]. This topic will also be addressed in our subsequent work.

Remark 8.1. In this paper we considered linear Hamiltonian system (H) on the unbounded 
intervals of the form [a, ∞) or (−∞, b], i.e., for intervals with one singular endpoint. The for-
mulations of the main results discussed above show that the presented theory remains valid also 
for the interval I with two singular endpoints, i.e., for a = −∞ and I = R = (−∞, ∞). This 
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can be seen by splitting the interval I into two disjoint intervals (−∞, b] ∪ (a, ∞) with b = a

and by using that for any conjoined basis Y we have

mL(−∞,∞] = mL(−∞, b] + mL(a,∞], mR[−∞,∞) = mR[−∞, b) + mR[a,∞).

In this case the quantities Y(a), Ỹ (a), Ŷ∞(a) and rankX(a), rank X̂∞(a), rankG∞
a should be 

replaced by the quantities JD−∞, JD̃−∞, JD∞−∞ and rankW(Ŷ−∞, Y), rankW(Ŷ−∞, Ŷ∞), 
rankG∞−∞, respectively, compare with Remarks 5.2 and 5.16. More precisely, for a system (H)
which satisfies the Legendre condition (1.1) with I = R and which is nonoscillatory both at ∞
and at −∞, we have from Theorem 5.1 for any conjoined bases Y and Ỹ of (H) the equalities

mL(−∞,∞] − m̃L(−∞,∞] = μ
(
JD∞,JD̃∞

) − μ
(
JD−∞,JD̃−∞

)
, (8.1)

mR[−∞,∞) − m̃R[−∞,∞) = μ∗(JD−∞,JD̃−∞
) − μ∗(JD∞,JD̃∞

)
, (8.2)

from Corollary 5.3 for any conjoined basis Y of (H) the equalities

mL(−∞,∞] = m̂L−∞(−∞,∞] + μ
(
JD∞,JD−∞∞

)
, (8.3)

mR[−∞,∞) = m̂R∞[−∞,∞) + μ∗(JD−∞,JD∞−∞
)
, (8.4)

from Theorem 5.4 for any conjoined basis Y of (H) the equality

mL(−∞,∞] + rankW(Ŷ∞, Y ) = mR[−∞,∞) + rankW(Ŷ−∞, Y ), (8.5)

from Theorem 5.5 the equalities

m̂L∞(−∞,∞] = m̂L−∞(−∞,∞] + rankW(Ŷ∞, Ŷ−∞),

m̂R−∞[−∞,∞) = m̂R∞[−∞,∞) + rankW(Ŷ∞, Ŷ−∞),

m̂L−∞(−∞,∞] = m̂R∞[−∞,∞),

m̂R−∞[−∞,∞) = m̂L∞(−∞,∞],

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (8.6)

from Theorems 5.7 and 5.10 for any conjoined basis Y of (H) the optimal estimates

m̂L−∞(−∞,∞] ≤ mL(−∞,∞] ≤ m̂L∞(−∞,∞],
m̂R∞[−∞,∞) ≤ mR[−∞,∞) ≤ m̂R−∞[−∞,∞),

m̂L−∞(−∞,∞) ≤ mL(−∞,∞) ≤ m̂L−∞(−∞,∞) + rankG∞−∞ = m̂L∞(−∞,∞],
m̂R∞(−∞,∞) ≤ mR(−∞,∞) ≤ m̂R∞(−∞,∞) + rankG−∞∞ = m̂R−∞[−∞,∞),

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (8.7)

and from Corollaries 5.8 and 5.13 for any conjoined bases Y and Ỹ of (H) the optimal estimates∣∣mL(−∞,∞] − m̃L(−∞,∞] ∣∣ ≤ rankW(Ŷ∞, Ŷ−∞) ≤ n,∣∣mR[−∞,∞) − m̃R[−∞,∞)
∣∣ ≤ rankW(Ŷ∞, Ŷ−∞) ≤ n,∣∣mL(−∞,∞] − m̃R[−∞,∞)
∣∣ ≤ rankW(Ŷ∞, Ŷ−∞) ≤ n,∣∣mL(−∞,∞) − m̃L(−∞,∞)
∣∣ ≤ rankG∞−∞ ≤ n,∣∣mR(−∞,∞) − m̃R(−∞,∞)
∣∣ ≤ rankG−∞∞ ≤ n,

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(8.8)
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where G∞−∞ is the genus of Ŷ−∞ near ∞ and G−∞∞ is the genus of Ŷ∞ near −∞. We note that 
the upper bounds in (8.8) satisfy

rankW(Ŷ∞, Ŷ−∞) ≤ min
{
rankG∞−∞, rankG−∞∞

}
,

which follows from (3.4) with Y := Ŷ−∞, from (3.14) with Y := Ŷ∞, and from the equality 
W(Ŷ−∞, Ŷ∞) = −[W(Ŷ∞, Ŷ−∞)]T . A simple illustration of these estimates is presented in Ex-
ample 7.3. Moreover, from Corollary 5.14 we have

m̂L−∞(−∞,∞) + rankG∞−∞ = m̂R∞(−∞,∞) + rankG−∞∞ , (8.9)

m̂L−∞(−∞,∞) = m̂R∞(−∞,∞) if and only if rankG∞−∞ = rankG−∞∞ . (8.10)

Condition (8.10) is a generalization of Proposition 1.3 to a possibly uncontrollable system (H). 
Indeed, if the system (H) is completely controllable on R, then rankG∞−∞ = n = rankG−∞∞ holds. 
Thus, we obtain from (8.10) the equality m̂L−∞(−∞, ∞) = m̂R∞(−∞, ∞) saying that the prin-
cipal solutions Ŷ∞ and Ŷ−∞ have the same number of focal points in R, see also Example 7.3. 
Finally, from Remark 6.6 we obtain for any conjoined bases Y and Ỹ of (H) the equalities

mL(−∞,∞) − m̃L(−∞,∞) = μ∞(Y, Ỹ ) − μ−∞(Y, Ỹ ), (8.11)

mR(−∞,∞) − m̃R(−∞,∞) = μ∗−∞(Y, Ỹ ) − μ∗∞(Y, Ỹ ). (8.12)
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Appendix A. New results about antiprincipal solutions at infinity

In this section we present two new characterizations of antiprincipal solutions of (H) at ∞, 
which are related to their asymptotic behavior at ∞. The first result generalizes [27, Theo-
rem 5.13] to the case when the involved principal and antiprincipal solutions at ∞ belong to 
two different genera of conjoined bases of (H). This result (or its Corollary A.3 presented below) 
is utilized in the proof of Theorem 3.3 about the multiplicities of focal points of conjoined bases 
at ∞.

Theorem A.1. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Ŷ be a principal solution of (H) at ∞ and Y be a conjoined basis of (H) and let α ∈ [a, ∞)

be such that d[α, ∞) = d∞ and Ŷ and Y have constant kernel on the interval [α, ∞). Moreover, 
let PŜα∞ and PSα∞ be the associated orthogonal projectors in (2.33). Then Y is an antiprincipal 
solution of (H) at ∞ if and only if

rank [PŜα∞ W(Ŷ ,Y )PSα∞] = n − d∞. (A.1)
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Proof. Let Ĝ∞ and G∞ be the genera of conjoined bases of (H), which correspond to Ŷ and Y , 
respectively. Denote by H∞ := Ĝ∞∧G∞ the infimum of Ĝ∞ and G∞, see Subsection 2.5. Since 
H∞ � Ĝ∞ and H∞ � G∞, we know from Proposition 2.8 that there exist conjoined bases Ŷ∗ and 
Y∗ of (H) with constant kernel on [α, ∞), which are contained in Ŷ and Y on [α, ∞), respectively, 
and which belong to the genus H∞. Moreover, the conjoined basis Ŷ∗ is a principal solution of 
(H) at ∞, by Remark 2.10. According to [28, Lemma 5.2] we have the equality

PŜα∞ W(Ŷ∗, Y∗)PSα∞ = PŜα∞ W(Ŷ ,Y )PSα∞. (A.2)

Now if Y is an antiprincipal solution of (H) at ∞, then also Y∗ is an antiprincipal solution of (H)
at ∞, by Remark 2.10. Consequently, the result in [23, Theorem 6.3.11] or [27, Theorem 5.13]

implies the identity rank [PŜα∞ W(Ŷ∗, Y∗) PSα∞] = n − d∞. In particular, formula (A.1) then 

follows from (A.2). Conversely, if (A.1) holds, then rank [PŜα∞ W(Ŷ∗, Y∗) PSα∞] = n − d∞
by (A.2). Therefore, the result in [27, Theorem 5.13] yields that Y∗ is an antiprincipal solution of 
(H) at ∞. Hence, Y is also an antiprincipal solution of (H) at ∞, by Remark 2.10. �
Remark A.2. (i) If Ŷ in Theorem A.1 is the minimal principal solution at ∞, i.e., if Ĝ∞ = G∞

min
in the above proof, then condition (A.1) reduces to rank [W(Ŷ , Y) PSα∞] = n − d∞.

(ii) Similarly, if Y in Theorem A.1 is a minimal conjoined basis of (H) near ∞, i.e., if G∞ =
G∞

min in the above proof, then condition (A.1) reduces to rank [PŜα∞W(Ŷ , Y)] = n − d∞.

(iii) In particular, if both Ŷ and Y belong to the minimal genus G∞
min near ∞, then condition 

(A.1) reduces to rankW(Ŷ , Y) = n − d∞. This result is known in [27, Corollary 5.14].

The result in Theorem A.1 leads to a new interpretation of the limit characterization of prin-
cipal solutions of (H) at ∞ in terms of antiprincipal solutions of (H) at ∞, resp. in terms of 
the Wronskian W(Ŷ , Y). More precisely, we obtain the following simultaneous characterization 
of Ŷ and Y being principal and antiprincipal solutions of (H) at ∞, which is in the light of 
Theorem A.1 an equivalent formulation of [28, Theorem 5.1].

Corollary A.3. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Ŷ and Y be two conjoined bases of (H) from given genera Ĝ∞ and G∞, respectively. Let 
α ∈ [a, ∞) be such that d[α, ∞) = d∞ and Ŷ and Y have constant kernel on the interval 
[α, ∞). Denote by PŜα∞ and PSα∞ their associated orthogonal projectors in (2.33). Further-

more, let H∞ = Ĝ∞∧G∞ be the infimum of the genera Ĝ∞ and G∞ and let P̂∗ be the orthogonal 
projector in Proposition 2.8 defined through Ŷ and H∞. Then the following statements are equiv-
alent.

(i) The conjoined basis Ŷ is a principal solution of (H) at ∞ and the conjoined basis Y is 
an antiprincipal solution of (H) at ∞.

(ii) The limit of X†(t) X̂(t) P̂∗ as t → ∞ exists and satisfies

lim
t→∞X†(t) X̂(t) P̂∗ = L with ImLT = Im (P̂∗ − PŜα∞). (A.3)

In this case the Wronskian W(Ŷ , Y) satisfies condition (A.1).
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Proof. Assume that condition (i) holds. Then Theorem A.1 yields that (A.1) is satisfied, and 
then condition (ii) follows from [28, Theorem 5.1]. Conversely, if condition (ii) holds, then we 
know by [28, Theorem 5.1] that Ŷ is a principal solution of (H) at ∞ and (A.1) is satisfied. In 
turn, Theorem A.1 implies that Y is an antiprincipal solution of (H) at ∞, which shows that 
condition (i) holds. �

The result in Corollary A.3 poses a question about the existence of the limit in (A.3) when 
the conjoined basis Ŷ is not in general a principal solution of (H) at ∞. We answer this question 
in the theorem below. At the same time we generalize [27, Theorem 6.3] to the case when the 
considered conjoined bases Y and Ỹ belong to two different genera G∞ and G̃∞, see the con-
jecture in [27, Remark 6.7(iv)]. Moreover, our new result also completes the statement in [27, 
Theorem 6.3] in a sense that it is actually an equivalence instead of an implication. The statement 
below (or its Corollary A.6) is utilized in the proof of Theorem 3.3.

Theorem A.4. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Y and Ỹ be two conjoined bases of (H) belonging to given genera G∞ and G̃∞, respec-
tively. Let α ∈ [a, ∞) be such that d[α, ∞) = d∞ and Y and Ỹ have constant kernel on the 
interval [α, ∞). Moreover, let T̃α, ∞ and PS̃α∞ be the matrices in (1.7) and (2.33), which 

correspond to Ỹ . Denote by H∞ the infimum of the genera G̃∞ and G∞ and let P̃∗ be the 
projector in Proposition 2.8 defined through Ỹ and H∞. Then the following statements are equiv-
alent.

(i) The conjoined basis Y is an antiprincipal solution of (H) at ∞.
(ii) The limit of X†(t) X̃(t) P̃∗ as t → ∞ exists and satisfies

lim
t→∞X†(t) X̃(t) P̃∗ = L with ImLT = Im T̃α, ∞ ⊕ Im (P̃∗ − PS̃α∞). (A.4)

Proof. Let P∗ be the orthogonal projector in Proposition 2.8 defined through Y and H∞ and let 
Y∗ and Ỹ∗ be the conjoined bases of (H) from the genus H∞, which are contained in Y and Ỹ on 
[α, ∞) with respect to P∗ and P̃∗, respectively. Moreover, let R∗(t) and R̃∗(t) be the matrices in 
(2.31) associated with Y∗ and Ỹ∗. By using the properties of genera of conjoined bases and the 
relation “being contained” and (2.41) we have the equalities

R̃∗(t) = R∗(t), X̃∗(t) = X̃(t) P̃∗, X †∗ (t) = X†(t)R∗(t), t ∈ [α,∞). (A.5)

In particular, the identities in (A.5) together with R̃∗(t) X̃∗(t) = X̃∗(t) on [α, ∞) yield

X†(t) X̃(t) P̃∗
(A.5)= X†(t) X̃∗(t) = X†(t) R̃∗(t) X̃∗(t)
(A.5)= X†(t)R∗(t) X̃∗(t)

(A.5)= X †∗ (t) X̃∗(t), t ∈ [α,∞). (A.6)

In this way we transfer the study of the limit in (A.4) into the genus H∞, where we can apply the 
known result from [27, Theorem 6.3]. Let Sα(t), S̃α(t), S∗α(t), S̃∗α(t), and (suppressing the in-
dex ∞) Tα := Tα, ∞, T̃α := T̃α, ∞, T∗α := T∗α, ∞, T̃∗α := T̃∗α, ∞ be the corresponding S-matrices 
and T -matrices defined in (1.7). According to Remark 2.7(i) we have the equalities
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Sα(t) = S∗α(t), S̃α(t) = S̃∗α(t), t ∈ [α,∞), (A.7)

PSα∞ = PS∗α∞, PS̃α∞ = PS̃∗α∞, Tα = T∗α, T̃α = T̃∗α, (A.8)

where PSα∞, PS∗α∞, and PS̃∗α∞ are the orthogonal projectors in (2.33) associated with Y , Y∗, 

and Ỹ∗, respectively. Moreover, based on the first equality in (A.5) the conjoined bases Y∗ and Ỹ∗
are mutually representable on [α, ∞) in the spirit of Proposition 2.5 with Y1 := Ỹ∗ and Y2 := Y∗. 
More precisely, there exist constant matrices M̃∗, Ñ∗ ∈ Rn×n such that M̃∗ is nonsingular, M̃T∗ Ñ∗
is symmetric, and the identities

X∗(t) = X̃∗(t) [P̃∗ M̃∗ + S̃∗α(t) Ñ∗], X̃∗(t) = X∗(t) [P∗ M̃−1∗ − S∗α(t) ÑT∗ ] (A.9)

hold on [α, ∞), by (2.39). In particular, by using the second formula in (A.9) and the equalities 
X

†∗ (t) X∗(t) = P∗ and P∗ S∗α(t) = S∗α(t) on [α, ∞) we obtain that

X †∗ (t) X̃∗(t) = X †∗ (t)X∗(t) [P∗ M̃−1∗ − S∗α(t) ÑT∗ ] = P∗ M̃−1∗ − S∗α(t) ÑT∗ , t ∈ [α,∞).

(A.10)

Next, let Y∗∗ and Ỹ∗∗ be the conjoined bases of (H), which are contained in Y∗ and Ỹ∗ on [α, ∞)

with respect to the orthogonal projectors PS∗α∞ and PS̃∗α∞, respectively. Since both Y∗∗ and 

Ỹ∗∗ have constant kernel on [α, ∞) and by Remark 2.7(ii) they belong to the (unique) minimal 
genus G∞

min, it then follows that Y∗∗ and Ỹ∗∗ are mutually representable on [α, ∞). In particular, 
if in agreement with (2.37) in Proposition 2.5 with Y1 := Ỹ∗∗ and Y2 := Y∗∗ the conjoined basis 
Y∗∗ is expressed in terms of the conjoined basis Ỹ∗∗ via matrices M̃∗∗ and Ñ∗∗, then M̃∗∗ is 
nonsingular, M̃T∗∗ Ñ∗∗ is symmetric, and according to [26, Lemma 6.9] we have the formulas

P̃∗ M̃∗PS∗α∞ = PS̃∗α∞ M̃∗∗, P∗ M̃−1∗ PS̃∗α∞ = PS∗α∞ M̃−1∗∗ , Ñ∗∗ = PS̃∗α∞ Ñ∗ PS∗α∞.

(A.11)

Moreover, denoting by T∗∗α := T∗∗α, ∞ and T̃∗∗α := T̃∗∗α, ∞ the corresponding T -matrices de-
fined in (1.7), we obtain by Remark 2.7(i) that T∗∗α = T∗α and T̃∗∗α = T̃∗α . Hence, by (2.42) in 
Remark 2.7(ii) we get

T∗α = T∗∗α
(2.42)= M̃T∗∗ T̃∗∗α M̃∗∗ + M̃T∗∗ Ñ∗∗ = M̃T∗∗ T̃∗α M̃∗∗ + M̃T∗∗ Ñ∗∗. (A.12)

Suppose now that statement (i) holds, i.e., Y is an antiprincipal solution of (H) at ∞. Then 
also Y∗ is an antiprincipal solution at ∞ by Remark 2.10, and according to [27, Theorem 6.3]
(with G := H∞, (X, U) := Y∗, and (X̃, Ũ ) := Ỹ∗) we have that

lim
t→∞X †∗ (t) X̃∗(t) = L with ImLT = Im T̃∗α ⊕ Im (P̃∗ − PS̃∗α∞). (A.13)

In turn, with the aid of (A.6) and (A.8) the relation in (A.13) is equivalent with (A.4). This shows 
the validity of statement (ii).

Conversely, assume (ii), i.e., (A.4) holds. Denote by L0 := P∗M̃−1∗ − L, where L is given 
in (A.4). Then by (A.6) and (A.8) we have that Y∗ and Ỹ∗ satisfy (A.13). Consequently, by (A.10)
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we get S∗α(t) ÑT∗ → L0 as t → ∞. Moreover, the definitions of the matrices PS∗α∞ and T∗α in 
(2.33) and (1.7) yield

PS∗α∞ ÑT∗ = lim
t→∞S†∗α(t) S∗α(t) ÑT∗ = lim

t→∞S†∗α(t) × lim
t→∞S∗α(t) ÑT∗ = T∗α L0. (A.14)

This implies that KerL0 ⊆ Ker (PS∗α∞ ÑT∗ ). On the other hand, for any v ∈ Ker (PS∗α∞ ÑT∗ )

we have that v ∈ Ker [S∗α(t) ÑT∗ ] for all sufficiently large t ∈ [α, ∞) and hence, v ∈ KerL0. 
Therefore, KerL0 = Ker (PS∗α∞ ÑT∗ ) holds, which is equivalent with ImLT

0 = Im (Ñ∗ PS∗α∞). 
By combining the latter identity with the last formula in (A.11) we get

Im (PS̃∗α∞ LT
0 ) = Im (PS̃∗α∞ Ñ∗ PS∗α∞)

(A.11)= Im Ñ∗∗. (A.15)

In addition, from the definition of L0 and the second identity in (A.11) it follows that

L0 PS̃∗α∞ = P∗ M̃−1∗ PS̃∗α∞ − LPS̃∗α∞
(A.11)= PS∗α∞ M̃−1∗∗ − LPS̃∗α∞. (A.16)

Furthermore, since by (A.13) the inclusion ImLT ⊆ Im T̃∗α ⊕ Im (P̃∗ − PS̃∗α∞) holds, utilizing 

the equalities PS̃∗α∞T̃∗α = T̃∗α and PS̃∗α∞(P̃∗ − PS̃∗α∞) = 0 we obtain that

Im (PS̃∗α∞ LT ) ⊆ Im T̃∗α, or equivalently Ker T̃∗α ⊆ Ker (LPS̃∗α∞). (A.17)

Next, we will prove the inclusion KerT∗α ⊆ KerPS∗α∞. Let v ∈ KerT∗α . The last identity 
in (A.11), the symmetry of PS∗α∞ and T∗α , and equality (A.14) then yield

Ñ∗∗ v
(A.11)= PS̃∗α∞ Ñ∗ PS∗α∞ v

(A.14)= PS̃∗α∞ LT
0 T∗α v = 0. (A.18)

Consequently, by using (A.12) and (A.18) we get M̃T∗∗ T̃∗α M̃∗∗ v = T∗α v − M̃T∗∗ Ñ∗∗ v = 0. 
And since the matrix M̃∗∗ is nonsingular, we have M̃∗∗ v ∈ Ker T̃∗α and hence, M̃∗∗ v ∈
Ker (L PS̃∗α∞), by (A.17). On the other hand, formula (A.15) and the symmetry of M̃T∗∗ Ñ∗∗
imply that

Im (M̃T∗∗ PS̃∗α∞ LT
0 ) = Im (ÑT∗∗ M̃∗∗), i.e., Ker (L0 PS̃∗α∞ M̃∗∗) = Ker (M̃T∗∗ Ñ∗∗).

And since the equality Ñ∗∗ v = 0 holds, we have M̃∗∗ v ∈ Ker (L0 PS̃∗α∞). Thus, the vector 

M̃∗∗ v ∈ Ker (L PS̃∗α∞) ∩ Ker (L0 PS̃∗α∞). Moreover, from (A.16) it then follows that

PS∗α∞ v = PS∗α∞ M̃−1∗∗ M̃∗∗ v
(A.16)= (L0 PS̃∗α∞ + LPS̃∗α∞) M̃∗∗ v = 0.

Therefore, v ∈ PS∗α∞ and the inclusion KerT∗α ⊆ KerPS∗α∞ is established. This means that 
ImPS∗α∞ ⊆ ImT∗α . On the other hand, the opposite inclusion ImT∗α ⊆ ImPS∗α∞ always holds 
by (2.34) and hence, we have ImT∗α = ImPS∗α∞ and rankT∗α = n − d[α, ∞). Therefore, the 
conjoined basis Y∗ is an antiprincipal solution of (H) at ∞. In turn, by Remark 2.10 the conjoined 
basis Y is also an antiprincipal solution of (H) at ∞. The proof is complete. �
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Remark A.5. The proof of Theorem A.4 implies that the second condition in (A.4) can be equiv-
alently replaced by the inclusion

ImLT ⊆ Im T̃α, ∞ ⊕ Im (P̃∗ − PS̃α∞). (A.19)

Indeed, in the proof of (i) ⇒ (ii) we showed that (A.13) holds, which by T̃α = T̃∗α from (A.8)
implies (A.19). In the opposite direction (ii) ⇒ (i) we utilized just the inclusion (A.19).

In the last part of this section we present several special cases of Theorem A.4, which are 
also new in a sense that they extend known statements in the literature. These special cases are 
concerned with the situations when either G∞ is the maximal genus G∞

max, or one of the genera 
H∞ of G̃∞ is the minimal genus G∞

min. These considerations will also show that Theorem A.4 is 
new even for the completely controllable system (H).

First we consider the situation when Y is a maximal conjoined basis of (H) near ∞. In this case 
we obtain from Theorem A.4 the following characterization of maximal antiprincipal solutions 
of (H) at ∞.

Corollary A.6. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at ∞. 
Let Y be a maximal conjoined basis of (H) near ∞ and let Ỹ be a conjoined basis of (H). Let 
α ∈ [a, ∞) be such that d[α, ∞) = d∞, the matrix X(t) is invertible on [α, ∞), and Ỹ has 
constant kernel on [α, ∞). Moreover, let T̃α, ∞, P̃ , and PS̃α∞ be the matrices in (1.7), (2.31), 

and (2.33), which correspond to Ỹ . Then the following statements are equivalent.

(i) The conjoined basis Y is a maximal antiprincipal solution of (H) at ∞.
(ii) The limit of X−1(t) X̃(t) as t → ∞ exists and satisfies

lim
t→∞X−1(t) X̃(t) = L with ImLT = Im T̃α, ∞ ⊕ Im (P̃ − PS̃α∞). (A.20)

Proof. The result follows from Theorem A.4 for the choice of G∞ := G∞
max. In this case we have 

H∞ = G∞
max∧ G̃∞ = G̃∞, and hence P̃∗ = P̃ and X̃(t) P̃∗ = X̃(t) P̃ = X̃(t) on [α, ∞). �

The other special cases of Theorem A.4 are concerned with the situation when H∞ is the 
minimal genus G∞

min. The notation and context of the following remark refers to Theorem A.4.

Remark A.7. (i) If H∞ = G∞∧ G̃∞ = G∞
min, then P̃∗ = PS̃α∞ and condition (A.4) reduces to

lim
t→∞X†(t) X̃(t)PS̃α∞ = L with ImLT = Im T̃α, ∞. (A.21)

In this case Theorem A.4 with (A.21) extends [28, Corollary 5.3] to the situation when Ỹ is not 
necessarily a principal solution of (H) at ∞.

(ii) If G̃∞ := G∞
min, then part (i) of this remark applies with P̃ = PS̃α∞ and (A.21) reduces to

lim
t→∞X†(t) X̃(t) = L with ImLT = Im T̃α, ∞. (A.22)
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In this case Theorem A.4 with (A.22) extends [28, Corollary 5.4] to the situation when Ỹ is not 
necessarily a principal solution of (H) at ∞.

(iii) If G∞ := G∞
max and G̃∞ := G∞

min, then part (ii) of this remark holds and (A.22) reduces to

lim
t→∞X−1(t) X̃(t) = L with ImLT = Im T̃α, ∞. (A.23)

In this case Theorem A.4 with (A.23) extends [28, Corollary 5.5] to the situation when Ỹ is not 
necessarily a principal solution of (H) at ∞. Note that condition (A.23) is also a special case of 
(A.20) in Corollary A.6 for the choice of G̃∞ := G∞

min.

Finally, we comment separately the situation of a completely controllable system (H). Even 
in this very special case the result in Theorem A.4 (or Remark A.7(iii) with G∞

max = G∞
min) is new 

and it reads as follows. We also note that the assumption of the eventual complete controllability 
of (H) can be replaced by the weaker condition d∞ = 0 with the same conclusion. The latter 
condition is a version of a weak controllability condition used in [15, Hypothesis 2.7] or in [17, 
Condition D2ω, p. 260].

Corollary A.8. Assume that (1.1) holds with I = [a, ∞) and system (H) is nonoscillatory at 
∞ and eventually completely controllable. Let Y and Ỹ be two conjoined basis of (H). Let α ∈
[a, ∞) be such that the matrices X(t) and X̃(t) are invertible on [α, ∞) and let T̃α, ∞ be the 
matrix in (1.7), which corresponds to Ỹ . Then the following statements are equivalent.

(i) The conjoined basis Y is an antiprincipal solution of (H) at ∞.
(ii) The limit of X−1(t) X̃(t) as t → ∞ exists and satisfies (A.23).

Remark A.9. Following the last parts of Subsections 2.5 and 2.7 we conclude that the results in 
this section hold without any change for genera of conjoined bases of a nonoscillatory system 
(H) at −∞, with the orthogonal projectors and limits considered for t → −∞.
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1. Introduction

We consider the linear Hamiltonian differential systems

y′ = J H(t) y, t ∈ I, (H)

ŷ′ = J Ĥ(t) ŷ, t ∈ I, (Ĥ)

where I ⊆ R is a fixed interval and H, Ĥ : I → R2n×2n are given piecewise continuous sym-
metric matrix-valued functions on I satisfying the Sturmian majorant condition

H(t) ≥ Ĥ(t) for all t ∈ I. (1.1)

In this setting we say that system (H) is a Sturmian majorant of (Ĥ), or that system (Ĥ) is a Stur-
mian minorant of (H). We assume that n ∈ N is a given dimension and J ∈ R2n×2n is the 
canonical skew-symmetric matrix (see equation (2.12) below). In addition to (1.1) we assume 
that the minorant system (Ĥ) satisfies the Legendre condition

B̂(t) ≥ 0 for all t ∈ I, (1.2)

where B̂(t) is the lower right n × n block of Ĥ(t). Along with the basic systems (H) and (Ĥ) we 
will also consider a certain transformed linear Hamiltonian system

ỹ′ = J H̃(t) ỹ, t ∈ I, (H̃)

which is related to (H) and (Ĥ) by a symplectic transformation (see Remark 1.4 below).
We are interested in the Sturmian comparison theorems, which provide a way for the estima-

tion of the number of focal points of conjoined bases of the majorant system (H) in terms of the 
number of focal points of conjoined bases of the minorant system (Ĥ), or vice versa. The novel 
approach of this paper resides in four aspects: (i) we consider an unbounded interval I and thus 
derive the singular Sturmian comparison theorems, (ii) we remove the controllability assump-
tion on the involved systems, (iii) we obtain exact formulas for the numbers of focal points of 
conjoined bases of these two systems, and (iv) as key tools we derive new results in the trans-
formation theory of principal and antiprincipal solutions at ∞ and new limit properties of the 
comparative index involving these solutions.

Solutions of systems (H) or (Ĥ) are piecewise continuously differentiable functions on I . We 
will consider 2n-vector-valued solutions denoted by small letters (typically y or ŷ) or 2n × n-
matrix-valued solutions denoted by capital letters (typically Y or Ŷ ). We will split the vector 
solutions into their n-vector components y = (xT , uT )T or the matrix solutions into their n × n-
matrix components Y = (XT , UT )T , see notation (2.14) below. In the theory of uncontrollable 
linear Hamiltonian systems it is known that the conjoined bases may have the X-component 
singular on a nondegenerate subinterval of I . More precisely, the result of [23, Theorem 3] or 
[18, Proof of Lemma 3.6(a)] shows that under the Legendre condition the kernel of X(t) is 
piecewise constant on I for any conjoined basis Y . This means that the kernel of X(t) changes 
finitely many times in any compact subinterval of I and we say that Y has a left proper focal 
point at t0 ∈ I if KerX(t−0 ) � KerX(t0) with the multiplicity
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mL(t0) := defX(t0) − defX(t−0 ), (1.3)

and a right proper focal point at t0 ∈ I if KerX(t+0 ) � KerX(t0) with the multiplicity

mR(t0) := defX(t0) − defX(t+0 ). (1.4)

These notions were defined in [24,36]. For brevity, the adjective “proper” will be disregarded in 
the subsequent terminology. The notations KerX(t±0 ), defX(t±0 ), and later rankX(t±0 ) represent 
the one-sided limits at t0 of the piecewise constant quantities KerX(t), defX(t) := dim KerX(t), 
and rankX(t). When counting the left and right focal points of conjoined bases Y of (H) in the 
interval I we will use the notation mL(I) and mR(I), that is,

mL(I) :=
∑
t0∈I

mL(t0), mR(I) :=
∑
t0∈I

mR(t0). (1.5)

In a similar way we will use the notation m̂L(I) and m̂R(I) for a conjoined basis Ŷ of (Ĥ). For 
special conjoined bases Yt0 and Ŷt0 , called the principal solutions of (H) and (Ĥ) at t0 ∈ I and 
defined by the initial conditions

Yt0(t0) = E, Ŷt0(t0) = E, E := (0, I )T , (1.6)

we will use the notation mLt0(I), mRt0(I), m̂Lt0(I), m̂Rt0(I). The brackets around I will be 
dropped when considering an interval I with specific endpoints. The focal points are always 
counted including their multiplicities.

Oscillation theory of linear Hamiltonian systems represents a classical topic in the qualitative 
theory of differential equations. Standard references include the monographs [4,9,19,22,25,26]
or more recently [2,21,27]. Regarding the compact interval I = [a, b], the classical Sturmian 
comparison theorem for the second order Sturm–Liouville differential equations is presented in 
[19, Theorem XI.3.1] or [26, Theorem II.3.2(a)]. An extension of this result to controllable linear 
Hamiltonian systems (H) and (Ĥ) was derived in [8, Theorem 4] by Coppel, in [3, pg. 252] by 
Arnold (also quoted in [27, Theorem 4.8]), and in [22, Section 7.3] by Kratz. In particular, the 
results in [22, Corollary 7.3.2] use the principal solutions of (H) and (Ĥ) at the endpoints a
and b as the reference solutions for counting the focal points. We recall that system (H) is called 
completely controllable (or identically normal) on the interval I if the only solution y = (xT (·) ≡
0, uT )T of (H) on a nondegenerate subinterval I0 ⊆ I is the trivial solution y(·) ≡ 0. Note that 
in this case the quantities in (1.3) and (1.4) coincide with the usual multiplicity of a focal point 
at t0, which is defined by (see [22, Theorem 3.1.2])

m(t0) := defX(t0) = dim KerX(t0). (1.7)

Regarding an open or unbounded interval I , a singular Sturmian comparison theorem for 
the second order Sturm–Liouville differential equations was obtained in [1, Theorem 1(i)] by 
Aharonov and Elias. Moreover, the following singular comparison theorem for controllable sys-
tems (H) and (Ĥ) on I = [a, ∞) was derived in [12, Theorem 2] by Došlý and Kratz. The authors 
of [1,12] replaced the principal solution at b by the principal solution at ∞ in their comparison 
theorems. We recall, see e.g. [10], that the principal solution of (H) at ∞ is defined as its con-
joined basis Y∞ with X∞(t) invertible on [α, ∞) for some α ∈ [a, ∞) and
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lim
t→∞

( t∫
α

X−1∞ (s)B(s)XT −1∞ (s)ds

)−1

= 0. (1.8)

Proposition 1.1. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that systems (H) and (Ĥ)
are nonoscillatory and completely controllable. Then the number of focal points of any conjoined 
basis Y of (H) in the interval [a, ∞) is bounded from below by the number of focal points of the 
principal solution of (Ĥ) at ∞ in this interval. This means, in the above notation,

m[a,∞) ≥ m̂∞[a,∞). (1.9)

The first Sturmian comparison theorems for uncontrollable linear Hamiltonian systems were 
derived in [34, Theorems 1.2 and 1.3] by the second author for a compact interval I = [a, b]
and for the left focal points. These results are translated easily via [24, Remark 4.7] to the right 
focal points. The comparison theorems in [22, Section 7.3] and [34] were derived by using the 
oscillation theorems for self-adjoint eigenvalue problems and they are formulated as estimates 
or inequalities (unless Ĥ(t) ≡ H(t) on I). On the other hand, the following exact formula for 
expressing the numbers of left and right focal points of conjoined bases Y and Ŷ of (H) and (Ĥ)
on I = [a, b] was derived in [15, Theorem 2.2]. This result is based on using the comparative 
index μ(·, ·) and the dual comparative index μ∗(·, ·) of Elyseeva [13,14], which we define in 
Section 2.

Proposition 1.2. Assume that (1.1) and (1.2) hold on I = [a, b] and let Y and Ŷ be any conjoined 
bases of (H) and (Ĥ). Let Ẑ be a fundamental matrix of (Ĥ) satisfying Ŷ (t) = Ẑ(t) E on [a, b], 
where the matrix E is given in (1.6), and consider the function Ỹ (t) := Ẑ−1(t) Y(t) on [a, b]. 
Then the comparative index μ(Y (t), Ŷ (t)) is piecewise constant and right-continuous on [a, b]
and for every t0 ∈ (a, b] the multiplicities mL(t0), m̂L(t0), and m̃L(t0) of left focal points of Y , 
Ŷ , and Ỹ at t0 defined through (1.3) satisfy the equality

mL(t0) − m̂L(t0) = m̃L(t0) + μ(Y (t0), Ŷ (t0)) − lim
t→t−0

μ(Y (t), Ŷ (t)). (1.10)

Moreover, the numbers of left focal points of Y and Ŷ in (a, b] are connected by

mL(a, b] − m̂L(a, b] = m̃L(a, b] + μ(Y (b), Ŷ (b)) − μ(Y (a), Ŷ (a)), (1.11)

where m̃L(a, b] is the number of left focal points in (a, b] of the auxiliary function Ỹ .

A corresponding result for the right focal points in [a, b) can be derived by an analogous 
method to the proof of Proposition 1.2 in [15]. Alternatively, we may use the relationship 
mL(a, b] + rankX(b) = mR[a, b) + rankX(a) between the left and right focal points of Y .

Proposition 1.3. Under the assumptions of Proposition 1.2, for any conjoined bases Y and Ŷ of 
(H) and (Ĥ) the dual comparative index μ∗(Y (t), Ŷ (t)) is piecewise constant and left-continuous 
on [a, b] and for every t0 ∈ [a, b) the multiplicities mR(t0), m̂R(t0), and m̃R(t0) of right focal 
points of Y , Ŷ , and Ỹ := Ẑ−1Y at t0 defined through (1.4) satisfy the equality
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mR(t0) − m̂R(t0) = m̃R(t0) + μ∗(Y (t0), Ŷ (t0)) − lim
t→t+0

μ∗(Y (t), Ŷ (t)). (1.12)

Moreover, the numbers of right focal points of Y and Ŷ in [a, b) are connected by

mR[a, b) − m̂R[a, b) = m̃R[a, b) + μ∗(Y (a), Ŷ (a)) − μ∗(Y (b), Ŷ (b)), (1.13)

where m̃R[a, b) is the number of right focal points in [a, b) of the auxiliary function Ỹ .

Remark 1.4. We note that the symplectic fundamental matrix Ẑ of (Ĥ) in Propositions 1.2
and 1.3 has the form Ẑ = (∗ , Ŷ ). Moreover, it is easy to verify (see [11]) that the function 
Ỹ := Ẑ−1Y is a conjoined basis of the transformed linear Hamiltonian system (H̃), whose coef-
ficient matrix

H̃(t) := ẐT (t) [H(t) − Ĥ(t)] Ẑ(t), t ∈ I, (1.14)

satisfies H̃(t) ≥ 0 on I under (1.1).

The question regarding the validity of the singular Sturmian comparison theorem for two 
nonoscillatory linear Hamiltonian systems (H) and (Ĥ) satisfying (1.1) on an unbounded inter-
val I and no controllability condition is an open problem so far. In the present paper we solve 
this problem and provide a generalization of Propositions 1.1, 1.2, and 1.3 to this setting (The-
orem 5.1). This extension is by no means straightforward. The investigation of this problem 
revealed the necessity to extend first the transformation theory of linear Hamiltonian systems in-
volving the comparative index, known in [16,17], to unbounded intervals (Theorem 3.2). Along 
this way we also obtained new results regarding the transformation of the principal and antiprin-
cipal solutions at ∞ (Theorems 3.6, 3.8, and 4.4), which play a fundamental role in our new 
singular Sturmian comparison theorems.

As we recently observed in [33], when considering an unbounded interval I = [a, ∞) it is 
essential to include the multiplicities of focal points at ∞ and to use the minimal principal so-
lutions of (H) and (Ĥ) at ∞ as the reference solutions for counting the focal points. Following 
[28], the minimal principal solution of (H) at ∞ is defined as the conjoined basis Y∞ of (H) with 
X∞(t) having constant kernel on [α, ∞) for some α ∈ [a, ∞) and

lim
t→∞

( t∫
α

X†∞(s)B(s)X†T∞ (s)ds

)†

= 0, rankX∞(t) = n − d∞, t ∈ [α,∞). (1.15)

Here † denotes the Moore–Penrose pseudoinverse (see [5–7]), the number d∞ is the maximal 
order of abnormality of (H), and the rank of X∞(t) is minimal possible on [α, ∞). One can see 
that condition (1.15) directly generalizes (1.8) to the uncontrollable setting. As applications of 
the main comparison theorem we derive additional exact formulas and estimates for the numbers 
of focal points of the principal solutions Ya , Ŷa and Y∞, Ŷ∞ (Theorem 5.5 and Corollaries 5.4
and 5.7). Finally, we note that all the results in this paper are new even for controllable linear 
Hamiltonian systems, in particular they are also new for the even order Sturm–Liouville differ-
ential equations. We are thus convinced that this paper represents an important contribution to 
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the qualitative theory of differential equations. Along the way to the above Sturmian compari-
son theorems we also discovered the necessity to complete some theoretical results from matrix 
analysis (Theorem A.2 in the appendix), which were initiated in [22].

The paper is organized as follows. In Section 2 we present the definition and main properties 
of the comparative index, as well as the needed theory for the known singular Sturmian sepa-
ration theorems on I = [a, ∞). In Section 3 we investigate the transformation theory and limit 
properties of the comparative index with a general symplectic transformation matrix R(t). In 
Section 4 we apply these results to systems (H) and (Ĥ) satisfying majorant condition (1.1) and 
to the special transformation matrix R(t) := Ẑ∞(t), being the symplectic fundamental matrix 
of the minorant system (Ĥ) associated with the minimal principal solution Ŷ∞ of (Ĥ) at ∞. In 
Section 5 we present the main results of this paper – singular Sturmian comparison theorems 
on the unbounded interval I = [a, ∞), while in Section 6 we present analogous results for the 
unbounded interval (−∞, b]. Finally, in Appendix A we derive a completion of some known 
results from matrix analysis related to normalized conjoined bases.

2. Main tools and auxiliary results

The main results of this paper are based on the notion of a comparative index of two conjoined 
bases of (H) and (Ĥ). Following [13, Definition 2.1] or [14, Definition 2.1], for two real constant 
2n × n matrices Y and Ŷ such that

YTJ Y = 0, Ŷ TJ Ŷ = 0, rankY = n = rank Ŷ , W := YTJ Ŷ (2.1)

we define their comparative index μ(Y, Ŷ ) and the dual comparative index μ∗(Y, Ŷ ) by

μ(Y, Ŷ ) := rankM + indP, μ∗(Y, Ŷ ) := rankM + ind (−P), (2.2)

where M and P are the n × n matrices

M := (I − X†X)W, P := V WT X†X̂V , V := I − M†M. (2.3)

The matrices Y and Ŷ are partitioned into the n × n blocks according to the standard notation 
Y = (XT , UT )T and Ŷ = (X̂T , ÛT )T . We note that the matrix V is the orthogonal projector 
onto KerM and the matrix P is symmetric, see [14, Theorem 2.1]. The quantity indP denotes 
the index of P , i.e., the number of its negative eigenvalues. Obviously, the relation ind (−P) =
rankP − indP holds. The needed algebraic properties of the comparative index are summarized 
as follows, see [14, Section 2].

Proposition 2.1. Let Y and Ŷ be 2n × n matrices satisfying (2.1) and let E be given in (1.6). 
Then the comparative index and the dual comparative index defined in (2.2) satisfy

μ(Y, Ŷ ) + μ∗(Y, Ŷ ) = rankW − rankX + rank X̂, (2.4)

max
{
μ(Y, Ŷ ), μ∗(Y, Ŷ )

} ≤ min{rankW, rank X̂} ≤ n, (2.5)

μ(Y,E) = 0 = μ∗(Y,E), μ(E,Y ) = rankX = μ∗(E,Y ), (2.6)

μ(YM, Ŷ M̂) = μ(Y, Ŷ ), μ∗(YM, Ŷ M̂) = μ∗(Y, Ŷ ), M,M̂ ∈ Rn×n invertible. (2.7)
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Proposition 2.2. Let V , Z1, Z2 be real 2n ×2n symplectic matrices and let E be defined in (1.6). 
Then the following transformation formulas hold:

μ(VZ1E,VE) − μ(VZ2E,VE) = μ(VZ1E,VZ2E) − μ(Z1E,Z2E) (2.8)

= μ(Z2E,V −1E) − μ(Z1E,V −1E), (2.9)

μ∗(VZ1E,VE) − μ∗(VZ2E,VE) = μ∗(VZ1E,VZ2E) − μ∗(Z1E,Z2E) (2.10)

= μ∗(Z2E,V −1E) − μ∗(Z1E,V −1E). (2.11)

Next we review some background from the oscillation theory of linear Hamiltonian systems. 
We split the coefficient matrices H(t), Ĥ(t), and J into n × n blocks as

H(t) =
(−C(t) AT (t)

A(t) B(t)

)
, Ĥ(t) =

(−Ĉ(t) ÂT (t)

Â(t) B̂(t)

)
, J =

(
0 I

−I 0

)
, (2.12)

where A(t), B(t), C(t) and Â(t), B̂(t), Ĉ(t) are piecewise continuous on I and B(t), C(t), 
B̂(t), Ĉ(t) are symmetric for t ∈ I . From (1.1) and (1.2) it follows that the majorant system (H)
satisfies the corresponding Legendre condition

B(t) ≥ 0 for all t ∈ I (2.13)

as well. By A ≥ 0 we mean that the symmetric matrix A is positive semidefinite and for sym-
metric matrices A and B the notation A ≥ B means that A − B ≥ 0. Similarly to (2.12) we will 
split the matrix solutions of (H) and (Ĥ) into their n × n-matrix components as

Y(t) =
(

X(t)

U(t)

)
, Yt0(t) =

(
Xt0(t)

Ut0(t)

)
, Ŷ (t) =

(
X̂(t)

Û (t)

)
, Ŷt0(t) =

(
X̂t0(t)

Ût0(t)

)
. (2.14)

We will be particularly interested in conjoined bases of (H) and (Ĥ), i.e., the solutions Y satisfy-
ing YT (t) J Y(t) = 0 and rankY(t) = n at some (and hence at all) points t ∈ I .

Next we recall several important results regarding the unbounded interval I = [a, ∞) and the 
corresponding Sturmian separation theorems from [33]. System (H) is defined to be nonoscilla-
tory at ∞ if for some conjoined basis Y of (H) (or for every conjoined basis Y of (H) by [35, 
Theorem 2.2]) there are no left focal points of Y in (α, ∞) for some α ∈ [a, ∞). In this case the 
number α can be chosen so that the kernel of X(t) is constant on [α, ∞). With a slight abuse in 
the terminology we will say in this case that the conjoined basis Y itself has a constant kernel on 
[α, ∞). Then by [23, Lemma 2] we also have

X(t)X†(t)B(t) = B(t) = B(t)X(t)X†(t), t ∈ [α,∞). (2.15)

Note that we may equivalently define the nonoscillation of Y at ∞ in terms of the nonexistence 
of the right focal points in [α, ∞), since by [31, Theorem 5.1] we have the equality

mL(α,β] + rankX(β) = mR[α,β) + rankX(α), α,β ∈ [a,∞), α < β. (2.16)

In particular, if rankX(t) is constant on [α, ∞), then (2.16) yields mL(α, ∞) = mR[α, ∞).
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The maximal order of abnormality of (H) at ∞ is defined as the number

d∞ := lim
t→∞d[t,∞) = max

t∈[a,∞)
d[t,∞), 0 ≤ d∞ ≤ n, (2.17)

where d[t, ∞) is the order of abnormality of system (H) on [t, ∞), i.e., d[t, ∞) is the dimension 
of the space of vector solutions (x ≡ 0, u) of (H) on the interval [t, ∞). For a completely con-
trollable system (H) we have d[t, ∞) = d∞ = 0 for all t ∈ [a, ∞). The number d∞ is one of the 
important parameters of system (H). For example, in [28,30,32] we showed that every conjoined 
basis Y of (H) with constant kernel on [α, ∞) with d[α, ∞) = d∞ satisfies

n − d∞ ≤ rankX(t) ≤ n, t ∈ [α,∞), (2.18)

Tα,∞ := lim
t→∞

( t∫
α

X†(s)B(s)X†T (s)ds

)†

, 0 ≤ rankTα,∞ ≤ n − d∞, (2.19)

where the limit exists due to (2.13) and the matrix Tα,∞ is symmetric and positive semidefinite. 
Then, according to [29, Definition 7.1], a conjoined basis Y of (H) with constant kernel on [α, ∞)

with d[α, ∞) = d∞ is a principal solution at ∞ if the corresponding matrix in (2.19) satisfies 
Tα,∞ = 0, i.e., the rank of Tα,∞ is minimal. And according to [30, Definition 5.1], a conjoined 
basis Y of (H) with constant kernel on [α, ∞) with d[α, ∞) = d∞ is an antiprincipal solution 
at ∞ if the corresponding matrix in (2.19) satisfies rankTα,∞ = n − d∞, i.e., the rank of Tα,∞
is maximal. In addition, if rankX(t) = n − d∞ holds, then the (anti)principal solution of (H)
at ∞ is called minimal (compare with (1.15)), while if eventually rankX(t) = n holds, then 
the (anti)principal solution of (H) at ∞ is called maximal. This terminology complies with the 
estimates in (2.18) for the rank of X(t), see [29,30,32] for more details. We note that the minimal 
principal solution of (H) at ∞ is uniquely determined up to a nonsingular right multiple, see [28, 
Theorem 7.6] and compare with [29, Theorem 7.6] and [30, Theorem 5.8].

For nonoscillatory systems (H) and (Ĥ) at ∞ we will denote their (unique) minimal principal 
solutions at ∞ by Y∞ and Ŷ∞, respectively. This notation complies with the notation for the 
principal solutions at a finite point t0 in (2.14), since these principal solutions play an analogous 
role in the Sturmian theory, see [32, Theorem 5.8].

In [33, Definition 3.1] we introduced the multiplicity of a (left) focal point at ∞ of a conjoined 
basis Y of (H) with constant kernel on [α, ∞) with d[α, ∞) = d∞ by

mL(∞) := n − d∞ − rankTα,∞, (2.20)

where the matrix Tα,∞ is defined in (2.19). Moreover, by [33, Theorem 3.3] the number mL(∞)

is related to the minimal principal solution Y∞ of (H) at ∞ by the formula

mL(∞) = lim
t→∞ rankX(t) − rankW(Y∞, Y ). (2.21)

By [32, Theorem 6.1], this property of mL(∞) corresponds to the multiplicity at a finite point t0
presented in (1.3). Expression (2.20) shows that for principal solutions of (H) at ∞ (in particular, 
for Y∞) we have mL(∞) = n −d∞ (i.e., the multiplicity at ∞ is maximal), while for antiprincipal 
solutions of (H) at ∞ we have mL(∞) = 0 (i.e., the multiplicity at ∞ is minimal). From (2.21)
we then obtain the following result.
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Proposition 2.3. Assume that (2.13) holds with I = [a, ∞) and system (H) is nonoscillatory at 
∞. Then a conjoined basis Y of (H) is an antiprincipal solution at ∞ if and only if

lim
t→∞ rankX(t) = rankW(Y∞, Y ).

In particular, the conjoined basis Y is a maximal antiprincipal solution at ∞ if and only if the 
Wronskian W(Y∞, Y) is invertible.

In [33, Section 5] we derived the singular Sturmian separation theorems on unbounded inter-
vals I for conjoined bases of one linear Hamiltonian system (H). These results are based on the 
representation of conjoined bases of (H) in terms of a suitable fundamental matrix. Specifically, 
we consider the symplectic fundamental matrix Z∞ of (H) associated with the minimal principal 
solution Y∞ of (H) at ∞ through the equality Y∞(t) = Z∞(t) E on I , that is,

Z∞(t) = (
Ȳ∞(t) Y∞(t)

)
, t ∈ I, W(Ȳ∞, Y∞) = I. (2.22)

Here Ȳ∞ is a conjoined basis of (H) completing Y∞ to a pair of normalized conjoined bases, see 
e.g. [22, Proposition 4.1.1]. Then every conjoined basis Y of (H) can be uniquely represented by 
a constant 2n × n matrix C∞ satisfying

Y(t) = Z∞(t)C∞, t ∈ I, C∞ =
(−W(Y∞, Y )

W(Ȳ∞, Y )

)
. (2.23)

Observe that the results below include the multiplicities of focal points at ∞, according to the 
notation introduced in (1.5).

Proposition 2.4 (Singular Sturmian separation theorem). Assume that (2.13) holds on the inter-
val I = [a, ∞) and system (H) is nonoscillatory at ∞. Then for any conjoined bases Y and Ŷ of 
(H) we have the equalities

mL(a,∞] − m̂L(a,∞] = μ(C∞, Ĉ∞) − μ(Y (a), Ŷ (a)), (2.24)

= μ(Ŷ (a),Y∞(a)) − μ(Y (a),Y∞(a)), (2.25)

mR[a,∞) − m̂R[a,∞) = μ∗(Y (a), Ŷ (a)) − μ∗(C∞, Ĉ∞), (2.26)

= μ∗(Y (a),Y∞(a)) − μ∗(Ŷ (a), Y∞(a)), (2.27)

where C∞ and Ĉ∞ are the constant matrices in (2.23) corresponding to Y and Ŷ .

Proof. Formulas (2.24) and (2.26) were proven in [33, Theorem 5.1]. Next we use (2.24) for the 
conjoined bases Y and Y∞ (i.e., with the representation matrices C∞ and E), and then we use 
(2.24) again for the conjoined bases Ŷ and Y∞ (i.e., with the representation matrices Ĉ∞ and E). 
Subtracting the resulting equalities yields formula (2.25). Similarly, applying (2.26) once to Y
and Y∞ and once to Ŷ and Y∞ and subtracting the outcome leads to formula (2.27). �
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Remark 2.5. We note that in [33] we used the alternative symplectic fundamental matrix 
�∞ = (Y∞, ∗) and the representation Y(t) = �∞(t) D∞ on I , which yields that C∞ = −JD∞. 
But since by property (2.7) with M = −I = M̂ we have μ(JD∞, JD̂∞) = μ(C∞, Ĉ∞) and 
μ∗(JD∞, JD̂∞) = μ∗(C∞, Ĉ∞), all the formulas in [33] involving the comparative index (or 
the dual comparative index) with JD∞ can be replaced by the same formulas involving the 
matrices C∞.

For the special choice of Ŷ := Ya (being the principal solution at a) or Ŷ := Y∞ (being the 
minimal principal solution at ∞) the results in Proposition 2.4 yield the following, see [33, 
Corollary 5.3 and Theorems 5.5 and 5.7].

Proposition 2.6 (Singular Sturmian separation theorem). Assume that (2.13) holds on the inter-
val I = [a, ∞) and system (H) is nonoscillatory at ∞. Then for any conjoined basis Y of (H) we 
have the equalities

mLa(a,∞] + μ(C∞,Ca∞) = mL(a,∞] = mL∞(a,∞] − μ(Y (a),Y∞(a)), (2.28)

mR∞[a,∞) + μ∗(Y (a),Y∞(a)) = mR[a,∞) = mRa[a,∞) − μ∗(C∞,Ca∞), (2.29)

where C∞ and Ca∞ are the constant matrices in (2.23) corresponding to Y and Ya . Moreover,

mLa(a,∞] ≤ mL(a,∞] ≤ mL∞(a,∞], (2.30)

mR∞[a,∞) ≤ mR[a,∞) ≤ mRa[a,∞), (2.31)

and the above lower and upper bounds are related by the equalities

mL∞(a,∞] = mLa(a,∞] + rankX∞(a), mRa[a,∞) = mR∞[a,∞) + rankX∞(a), (2.32)

mLa(a,∞] = mR∞[a,∞), mL∞(a,∞] = mRa[a,∞). (2.33)

Finally, for completeness we present a formula relating the numbers of left and right focal 
points of one conjoined basis of (H) in an unbounded interval, see [33, Theorems 5.4]. This 
formula also involves the minimal principal solution Y∞ at ∞, as well as the principal solution 
Ya at the left endpoint a, since X(a) = −W(Ya, Y).

Proposition 2.7. Assume that (2.13) holds with I = [a, ∞) and system (H) is nonoscillatory at 
∞. Then for any conjoined basis Y of (H) we have the equality

mL(a,∞] + rankW(Y∞, Y ) = mR[a,∞) + rankX(a). (2.34)

Formula (2.34) will be used in the proof of the singular comparison theorem for the right 
focal points, knowing the result for the left focal points. The results in Propositions 2.4–2.7
highlight the symmetric role of the (minimal) principal solutions Ya and Y∞ in the Sturmian 
separation theorems for one system (H) on the interval I = [a, ∞). Similar symmetry holds 
also for other types of unbounded intervals I = (−∞, b] or I = (−∞, ∞) and the (minimal) 
principal solutions at their endpoints, see [33, Remark 8.1].



2930 P. Šepitka, R. Šimon Hilscher / J. Differential Equations 269 (2020) 2920–2955

3. Transformation and limit results for comparative index

In this section we consider a nonoscillatory linear Hamiltonian system (H) on I = [a, ∞) and 
a given piecewise continuously differentiable 2n × 2n symplectic transformation matrix R(t) on 
the interval I . Analogously to Remark 1.4, the transformation

ỹ := R−1(t) y (3.1)

transforms system (H) into linear Hamiltonian system (H̃) with the coefficient matrix

H̃(t) := RT (t) [H(t) − HR(t)]R(t), HR(t) := J R′(t)J RT (t)J , t ∈ I. (3.2)

We will assume in this section that the transformed system (H̃) is nonoscillatory at ∞ and satisfies 
the Legendre condition

B̃(t) ≥ 0 for all t ∈ I, B̃(t) := ET H̃(t)E, (3.3)

with the matrix E given in (1.6). Our aim is to establish for a given conjoined basis Y of (H)
limit results at ∞ for the comparative indices

μ(Y (t),R(t)E) and μ∗(Y (t),R(t)E), (3.4)

and to find conditions under which the minimal principal solution of (H) at ∞ transforms to the 
minimal principal solution of (H̃) at ∞.

Since the matrix R(t) is piecewise continuously differentiable and symplectic on I , the matrix 
function R(t)E appearing in (3.4) is a conjoined basis of the linear Hamiltonian system

y′ = J HR(t) y, t ∈ I, (HR)

with the symmetric coefficient matrix HR(t) defined in (3.2). When R(t) is a fundamental matrix 
of the original system (H), then of course HR(t) ≡ H(t) and R(t)E is a conjoined basis of (H). 
In this case the limit results at ∞ for (3.4) are known in [33, Theorem 6.1].

Proposition 3.1. Assume that (2.13) holds with I = [a, ∞) and system (H) is nonoscillatory at 
∞. Let Y be a conjoined basis of (H) and let R(t) be a symplectic fundamental matrix of (H). 
Then for Y ∗(t) := R(t)E we have

lim
t→∞μ(Y (t), Y ∗(t)) = μ(C∞,C∗∞) − mL(∞) + m∗

L(∞), (3.5)

lim
t→∞μ∗(Y (t), Y ∗(t)) = μ∗(C∞,C∗∞), (3.6)

where C∞ and C∗∞ are the constant matrices in (2.23) corresponding to Y and Y ∗, and where 
m∗

L(∞) is the multiplicity of a focal point at ∞ of the conjoined basis Y ∗.
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In the main result of this section (Theorem 3.2 below) we generalize Proposition 3.1 to an ar-
bitrary piecewise continuously differentiable symplectic matrix R(t). For convenience and in 
accordance with [17, Eq. (1.3)] we split the matrix R(t) into the n × n blocks as

R(t) =
(

L(t) M(t)

K(t) N(t)

)
, R(t)E =

(
M(t)

N(t)

)
, t ∈ I. (3.7)

We recall the notation Y∞ and Ỹ∞ for the minimal principal solutions of (H) and (H̃) at ∞.

Theorem 3.2. Assume that (2.13) holds with I = [a, ∞), system (H) is nonoscillatory at ∞, and 
Y is a conjoined basis of (H). Let R(t) be a piecewise continuously differentiable symplectic 
matrix on I with the partition in (3.7) and assume that system (H̃) with (3.2) satisfies (3.3) and 
it is nonoscillatory at ∞. Then the limits

lim
t→∞μ(Y (t),R(t)E) and lim

t→∞μ∗(Y (t),R(t)E) (3.8)

both exist if and only if

rankM(t) is eventually constant, (3.9)

i.e., the limit of rankM(t) exists for t → ∞. In this case the limits

lim
t→∞μ∗(R−1(t) Y∞(t),R−1(t)E

)
and lim

t→∞μ∗(R(t) Ỹ∞(t),R(t)E
)

(3.10)

also exist and we have the equalities

lim
t→∞μ(Y (t),R(t)E) = μ(C∞,C∞,R) − mL(∞) + m̃L(∞)

+ lim
t→∞μ∗(R−1(t) Y∞(t),R−1(t)E

)
, (3.11)

lim
t→∞μ∗(Y (t),R(t)E) = μ∗(C∞,C∞,R) + lim

t→∞μ∗(R(t) Ỹ∞(t),R(t)E
)
. (3.12)

Here C∞ and C∞,R are the constant matrices in (2.23) corresponding to Y and R Ỹ∞, and 
m̃L(∞) is the multiplicity of a focal point at ∞ of the conjoined basis Ỹ := R−1Y of the trans-
formed system (H̃).

The remaining part of this section (except of the last result presented in Corollary 3.11) will be 
devoted to developing the necessary tools for the proof of Theorem 3.2. First we present several 
comments and needed results, which turn to be important on their own independently of their 
future applications in Sections 4 and 5.

Remark 3.3. (i) Condition (3.9) in Theorem 3.2 is independent of Y . Therefore, when the limits 
in (3.8) exist for one conjoined basis Y of (H), then these limits exist for every conjoined basis 
Y of (H). Moreover, condition (3.9) guarantees through [16, Theorem 2.2] that the oscillation 
properties of systems (H) and (H̃) are preserved, that is, under (2.13) and (3.3) systems (H) and 
(H̃) oscillate or do not oscillate at ∞ simultaneously.
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(ii) In [17, Theorem 2.5 and Remark 2.6(ii)], the existence of the limits in (3.8) at a finite 
point t0 ∈ I is proven under the sufficient condition that the rank of M(t) is constant in a left and 
right deleted neighborhood of t0. The statement in Theorem 3.2 can be regarded as an analogue 
of those results for t0 = ∞, namely formula (3.11) corresponds to [17, Eq. (2.11)] and formula 
(3.12) corresponds to the second part of [17, Eq. (2.17)]. At the same time, the proof of Theo-
rem 3.2 will show that the stated condition on the constant rank of M(t) in [17, Theorem 2.5] is 
not only sufficient, but also necessary.

(iii) If in addition the system (HR) satisfies the Legendre condition BR(t) := ET HR(t) E ≥ 0
for all t ∈ I = [a, ∞), then condition (3.9) is equivalent with KerM(t) being eventually constant, 
and hence (3.9) is equivalent with the nonoscillation of system (HR) at ∞.

For a conjoined basis Y of (H) and a point t ∈ I we define the quantities

q(Y, t) := μ(Y (t),R(t)E) − μ(C∞,C∞,R) + mL(∞) − m̃L(∞), (3.13)

q∗(Y, t) := μ∗(Y (t),R(t)E) − μ∗(C∞,C∞,R), (3.14)

where mL(∞) and m̃L(∞) are the multiplicities of the focal point at ∞ of Y and Ỹ := R−1Y , 
and where C∞ and C∞,R are the constant matrices in (2.23) corresponding to Y and RỸ∞. By 
using property (2.4) of the comparative index and formula (2.21) for the multiplicity of a focal 
point at ∞ we then obtain

lim
t→∞

{
rankM(t) − q(Y, t) − q∗(Y, t)

} = rankW(Y∞,R Ỹ∞). (3.15)

This formula represents an analogue of [17, Eq. (2.16)] for the case of t0 = ∞. The quantities 
q(Y, t) and q∗(Y, t) allow to interpret Theorem 3.2 in a simpler form and to shorten its proof.

Remark 3.4. With the aid of the quantities q(Y, t) and q∗(Y, t) defined in (3.13) and (3.14) we 
may reformulate the result in Theorem 3.2 as follows. The limits

lim
t→∞q(Y, t) and lim

t→∞q∗(Y, t) (3.16)

both exist if and only if the rank of M(t) is eventually constant, and in this case

lim
t→∞q(Y, t) = lim

t→∞μ∗(R−1(t) Y∞(t),R−1(t)E
)
, (3.17)

lim
t→∞q∗(Y, t) = lim

t→∞μ∗(R(t) Ỹ∞(t),R(t)E
)
. (3.18)

Formulas (3.17) and (3.18) confirm that the values of the limits in (3.16) do not depend on the 
choice of the conjoined basis Y of (H).

Remark 3.5. When R(t) is a symplectic fundamental matrix of system (H), then the matrix 
HR(t) = H(t) in (3.2), and hence H̃(t) ≡ 0. In this case all solutions of system (H̃) are con-
stant on I , in particular Ỹ∞(t) ≡ E and m̃L(∞) = 0 (compare with [28, Example 8.2] and [33, 
Remark 3.2(ii)]). Then we have

lim
t→∞μ∗(R−1(t) Y∞(t),R−1(t)E

) = m∗
L(∞), lim

t→∞μ∗(R(t) Ỹ∞(t),R(t)E
) = 0, (3.19)



P. Šepitka, R. Šimon Hilscher / J. Differential Equations 269 (2020) 2920–2955 2933

where m∗
L(∞) is the multiplicity of a focal point at ∞ of the conjoined basis Y ∗ := RE of (H). 

This can be seen as follows. The second limit in (3.19) holds trivially. For the first limit we apply 
property (2.11) (with V := R−1(t), Z1 := Z∞(t), and Z2 := I ) to get

μ∗(R−1(t) Y∞(t),R−1(t)E
) = rankM(t) − μ∗(Y∞(t),R(t)E), t ∈ I. (3.20)

Then by taking the limit for t → ∞ and using equality (3.6) in Proposition 3.1 (with Y := Y∞
and C∞ := E), we obtain

lim
t→∞μ∗(R−1(t) Y∞(t),R−1(t)E

) = lim
t→∞ rankM(t) − μ∗(E,C∗∞)

(2.6), (2.23)= lim
t→∞ rankM(t) − rankW(Y∞, Y ∗) (2.21)= m∗

L(∞).

This shows that when R(t) is a symplectic fundamental matrix of system (H), then Theorem 3.2
reduces exactly to Proposition 3.1. Note also that in this case (3.17) and (3.18) have the form

lim
t→∞q(Y, t) = m∗

L(∞), lim
t→∞q∗(Y, t) = 0. (3.21)

In the proof of Theorem 3.2 we will utilize a similar representation of conjoined bases of the 
transformed system (H̃) as in (2.22) and (2.23). That is, we consider the symplectic fundamental 
matrix Z̃∞ of (H̃) associated with the minimal principal solution Ỹ∞ of (H̃) at ∞ through the 
equality Ỹ∞(t) = Z̃∞(t) E on I . Then every conjoined basis Ỹ of (H̃) can be uniquely repre-
sented by a constant 2n × n matrix C̃∞ satisfying

Ỹ (t) = Z̃∞(t) C̃∞, t ∈ I, (I, 0) C̃∞ = −W(Ỹ∞, Ỹ ). (3.22)

In the next statement we consider the transformation of maximal antiprincipal solutions of 
(H) at ∞ under (3.1). In particular, we describe when a maximal antiprincipal solution of (H) at 
∞ is transformed into a maximal antiprincipal solution of (H̃) at ∞.

Theorem 3.6. Assume that (2.13) holds with I = [a, ∞), system (H) is nonoscillatory at ∞, and 
Y is a conjoined basis of (H). Let R(t) be a piecewise continuously differentiable symplectic 
matrix on I and assume that system (H̃) with (3.2) satisfies (3.3) and it is nonoscillatory at ∞. 
Moreover, let C∞ and C∞,R be the constant matrices in (2.23) corresponding to Y and R Ỹ∞, 
and let F∞,R and D∞,R be the matrices in (A.2) and (A.3) in Appendix A corresponding to the 
constant 2n × n matrix C∞,R . Then the following statements are equivalent.

(i) The conjoined bases Y and Ỹ := R−1Y are maximal antiprincipal solutions at ∞ of systems 
(H) and (H̃), respectively.

(ii) The matrix C∞ has the form

C∞ = (−J C∞,R F−1
∞,R + C∞,R D)K, (3.23)

where D and K are constant n × n matrices such that K is invertible, D is symmetric,

Im
{
W(Y∞,R Ỹ∞) (D − D∞,R) [W(Y∞,R Ỹ∞)]T } = ImW(Y∞,R Ỹ∞). (3.24)
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In this case K = W(Ỹ∞, Ỹ ), the matrix W(Y(t), R(t)E) is invertible for large t ∈ I , and

ind
{
W(Y∞,R Ỹ∞)(D − D∞,R) [W(Y∞,R Ỹ∞)]T }

= ind
{
W(Ỹ∞, Ỹ ) [W(Y∞, Y )]−1 W(Y∞,R Ỹ∞)

}
.

}
(3.25)

Proof. The proof is based on the characterization of a maximal antiprincipal solution at ∞ in 
Proposition 2.3. More precisely, the conjoined bases Y and Ỹ := R−1Y are maximal antiprincipal 
solutions at ∞ of systems (H) and (H̃), respectively, if and only if the Wronskians W(Y∞, Y)

and W(Ỹ∞, Ỹ ) are invertible. Since the matrices Z−1∞ (t) and R(t) are symplectic on I , we obtain 
(suppressing the argument t ∈ I)

W(C∞,R,C∞) = CT∞,R J C∞
(2.23)= Ỹ T∞RT ZT −1∞ J Z−1∞ Y = Ỹ T∞RT J RR−1Y

= Ỹ T∞J R−1Y = W(Ỹ∞,R−1Y) = W(Ỹ∞, Ỹ ). (3.26)

Moreover, since by (2.23) we have (I, 0) C∞ = −W(Y∞, Y) and (I, 0) C∞,R = −W(Y∞, RỸ∞), 
the upper n × n block of C∞ is invertible. Therefore, C∞,R and C∞ [W(Ỹ∞, Ỹ )]−1 are constant 
matrices satisfying the properties required in Theorem A.2 in the appendix (with Y := C∞,R and 
Ŷ := C∞ [W(Ỹ∞, Ỹ )]−1). Hence, Theorem A.2 yields that statement (i) is equivalent with the 
fact that C∞ has the form in (3.23) with K = W(Ỹ∞, Ỹ ) and D satisfying (3.24). Finally, in this 
case (3.25) holds by (A.5) in Theorem A.2, and the matrix

W(Y(t),R(t)E) = W(R−1(t) Y (t),E) = W(Ỹ (t),E) = X̃T (t) (3.27)

is invertible for large t ∈ I , since Ỹ is a maximal conjoined basis of (H̃). �

Remark 3.7. Based on Remark A.3(ii) in the appendix we may conclude that for every trans-
formation matrix R(t) in Theorem 3.6 there always exists a maximal antiprincipal solution Y of 
(H) at ∞, which is transformed to the maximal antiprincipal solution Ỹ := R−1Y of (H̃) at ∞. 
For the associated representation matrices C∞ and C∞,R of Y and RỸ∞ in Theorem 3.6 we then 
have, by the definition in (2.2),

μ(C∞,C∞,R) = ind
{−W(Ỹ∞, Ỹ ) [W(Y∞, Y )]−1 W(Y∞,R Ỹ∞)

}
, (3.28)

μ∗(C∞,C∞,R) = ind
{
W(Ỹ∞, Ỹ ) [W(Y∞, Y )]−1 W(Y∞,R Ỹ∞)

}
. (3.29)

In these calculations we used that W(C∞, C∞,R) = −[W(Ỹ∞, Ỹ )]T obtained from (3.26).

The statement in Theorem 3.6 yields the following result regarding the transformation of 
maximal antiprincipal solutions of (H) and (H̃) at ∞, as well as the transformation of minimal 
principal solutions of (H) and (H̃) at ∞.

Theorem 3.8. Assume that (2.13) holds with I = [a, ∞), system (H) is nonoscillatory at ∞, and 
Y is a conjoined basis of (H). Let R(t) be a piecewise continuously differentiable symplectic 
matrix on I and assume that system (H̃) with (3.2) satisfies (3.3) and it is nonoscillatory at ∞. 
Then the following statements are equivalent.
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(i) Every maximal antiprincipal solution of (H) at ∞ is transformed into a maximal antiprin-
cipal solution of (H̃) at ∞.

(ii) Every maximal antiprincipal solution of (H̃) at ∞ is a transformation of some maximal 
antiprincipal solution of (H) at ∞.

(iii) The minimal principal solution of (H) at ∞ is transformed into the minimal principal solu-
tion of (H̃) at ∞.

(iv) The constant Wronskian matrices W(R−1Y∞, Ỹ∞) and W(Y∞, RỸ∞) satisfy

W(R−1Y∞, Ỹ∞) = 0 = W(Y∞,R Ỹ∞).

Proof. Clearly, conditions (iii) and (iv) are equivalent. Next we show that (i) is equivalent with 
condition W(Y∞, RỸ∞) = 0 in (iv). Assume that (i) holds. Then by Theorem 3.6 condition (3.24)
is satisfied for every symmetric matrix D. In particular, for D := D∞,R in (3.24) we obtain that 
W(Y∞, RỸ∞) = 0. Conversely, if (iv) holds, then condition (3.24) is trivially satisfied for every 
symmetric matrix D, so that condition (i) follows from Theorem 3.6. Finally, in a similar way 
we prove that (ii) is equivalent with condition W(R−1Y∞, Ỹ∞) = 0 in (iv), since the system (H̃)
is transformed into system (H) by the symplectic transformation matrix R−1(t). The proof is 
complete. �

In the next result we examine the limit properties of the comparative index and the dual com-
parative index in (3.8), when Y is a maximal antiprincipal solution of (H) at ∞ satisfying the 
properties in Theorem 3.6 and Remark 3.7.

Theorem 3.9. Assume that (2.13) holds with I = [a, ∞), system (H) is nonoscillatory at ∞. Let 
R(t) be a piecewise continuously differentiable symplectic matrix on I with partition (3.7) and 
assume that system (H̃) with (3.2) satisfies (3.3) and it is nonoscillatory at ∞. Moreover, let Y be 
a maximal antiprincipal solution of (H) at ∞ such that Ỹ := R−1Y is a maximal antiprincipal 
solution of (H̃) at ∞. Then the two limits in (3.8) exist if and only if the limit of the rank of M(t)

for t → ∞ exists, i.e., condition (3.9) holds. In this case we have the formulas

lim
t→∞μ(Y (t),R(t)E) = lim

t→∞ ind
{[W(Y(t),R(t)E)]T X−1(t)M(t)

}
, (3.30)

lim
t→∞μ∗(Y (t),R(t)E) = lim

t→∞ ind
{−[W(Y(t),R(t)E)]T X−1(t)M(t)

}
. (3.31)

Proof. Let Y and Ỹ be as in the theorem. Choose α ∈ [a, ∞) such that X(t) and X̃(t) are 
invertible on [α, ∞). Applying the definition of the (dual) comparative index in (2.2) with (2.3)
we obtain that

μ(Y (t),R(t)E) = indP(t), μ∗(Y (t),R(t)E) = ind [−P(t)],
P(t) := [W(Y(t),R(t)E)]T X−1(t)M(t),

}
t ∈ [α,∞). (3.32)

Since by Theorem 3.6 and (3.27) we know that the Wronskian W(Y(t), R(t)E) is invertible on 
[α, ∞), it follows that

indP(t) + ind [−P(t)] = rankP(t)
(3.32)= rankM(t), t ∈ [α,∞). (3.33)
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Due to the continuity of P(t) and its eigenvalues, the equality in (3.33) implies that the quantities 
indP(t) and ind [−P(t)] are eventually constant (i.e., their limits for t → ∞ exist) if and only if 
condition (3.9) holds. Consequently, by (3.32) the two limits in (3.8) exist if and only if condition 
(3.9) is satisfied, and in this case (3.30) and (3.31) hold. �

In the following auxiliary result we study the behavior of the (dual) comparative index in 
(3.4) for two conjoined bases Y1 and Y2 of (H) for large t ∈ I . We derive an analogue of [16, 
Lemma 3.2] for the case of t0 = ∞.

Lemma 3.10. Assume that (2.13) holds with I = [a, ∞), system (H) is nonoscillatory at ∞. Let 
R(t) be a piecewise continuously differentiable symplectic matrix on I and assume that system 
(H̃) with (3.2) satisfies (3.3) and it is nonoscillatory at ∞. Let Y1 and Y2 be conjoined bases of 
(H) and let C1∞, C2∞, and C∞,R be the constant representation matrices in (2.23) associated 
with Y1, Y2, and RỸ∞. Then there exists α ∈ [a, ∞) such that for all t ∈ [α, ∞)

μ(Y1(t),R(t)E) − μ(C1∞,C∞,R) + m1L(∞) − m̃1L(∞)

= μ(Y2(t),R(t)E) − μ(C2∞,C∞,R) + m2L(∞) − m̃2L(∞), (3.34)

μ∗(Y1(t),R(t)E) − μ∗(C1∞,C∞,R) = μ∗(Y2(t),R(t)E) − μ∗(C2∞,C∞,R), (3.35)

where m1L(∞), m2L(∞) and m̃1L(∞), m̃2L(∞) are the multiplicities of the focal point at ∞ of 
the conjoined bases Y1, Y2 and Ỹ1 := R−1Y1, Ỹ2 := R−1Y2. Equivalently,

q(Y1, t) = q(Y2, t) and q∗(Y1, t) = q∗(Y2, t) for all t ∈ [α,∞). (3.36)

Proof. We proceed in a similar way to the proof of [16, Lemma 3.2]. Let Y1 and Y2 be given 
conjoined bases of (H). Denote by Ỹ1 := R−1Y1 and Ỹ2 := R−1Y2 the corresponding conjoined 
bases of system (H̃), and consider the symplectic fundamental matrices Z̃1 and Z̃2 of (H̃) satis-
fying Z̃1E = Ỹ1 and Z̃2E = Ỹ2. Fix now t ∈ I . By formulas (2.8) and (2.10) in Proposition 2.2
(with V := R(t), Z1 := Z̃1(t), Z2 := Z̃2(t)) we obtain the identities

μ(Y1(t),R(t)E) − μ(Y2(t),R(t)E) = μ(Y1(t), Y2(t)) − μ(Ỹ1(t), Ỹ2(t)), (3.37)

μ∗(Y1(t),R(t)E) − μ∗(Y2(t),R(t)E) = μ∗(Y1(t), Y2(t)) − μ∗(Ỹ1(t), Ỹ2(t)). (3.38)

By Proposition 3.1 we know that the limits of the comparative indices on the right-hand side of 
(3.37) and (3.38) exist with

lim
t→∞μ(Y1(t), Y2(t)) = μ(C1∞,C2∞) − m1L(∞) + m2L(∞), (3.39)

lim
t→∞μ(Ỹ1(t), Ỹ2(t)) = μ(C̃1∞, C̃2∞) − m̃1L(∞) + m̃2L(∞), (3.40)

lim
t→∞μ∗(Y1(t), Y2(t)) = μ∗(C1∞,C2∞), (3.41)

lim
t→∞μ∗(Ỹ1(t), Ỹ2(t)) = μ∗(C̃1∞, C̃2∞), (3.42)
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where C̃1∞ and C̃2∞ are the constant matrices in (3.22) associated with Ỹ1 and Ỹ2. This implies 
that there exists α ∈ I such that the (dual) comparative indices in (3.39)–(3.42) are constant on 
[α, ∞), and hence on this interval we have

μ(Y1(t),R(t)E) − μ(Y2(t),R(t)E) ≡ μ(C1∞,C2∞) − μ(C̃1∞, C̃2∞)

− m1L(∞) + m2L(∞) + m̃1L(∞) − m̃2L(∞),

(3.43)

μ∗(Y1(t),R(t)E) − μ∗(Y2(t),R(t)E) ≡ μ∗(C1∞,C2∞) − μ∗(C̃1∞, C̃2∞). (3.44)

Fix now t ∈ [α, ∞). Applying formulas (2.8) and (2.10) in Proposition 2.2 again (this time 
with V := Z−1∞ (t) R(t) Z̃∞(t), Z1 := Z̃−1∞ (t) Z̃1(t), Z2 := Z̃−1∞ (t) Z̃2(t)) and using the equali-
ties Z−1∞ Y1 = C1∞, Z−1∞ Y2 = C2∞, Z̃−1∞ Ỹ1 = C̃1∞, Z̃−1∞ Ỹ2 = C̃2∞, and Z−1∞ RỸ∞ = C∞,R we 
get

μ(C1∞,C2∞) − μ(C̃1∞, C̃2∞) = μ(C1∞,C∞,R) − μ(C2∞,C∞,R), (3.45)

μ∗(C1∞,C2∞) − μ∗(C̃1∞, C̃2∞) = μ∗(C1∞,C∞,R) − μ∗(C2∞,C∞,R). (3.46)

Upon inserting (3.45) into (3.43) we obtain the equality in (3.34) for all t ∈ [α, ∞), while using 
(3.46) in (3.44) yields the equality in (3.35) for all t ∈ [α, ∞). Finally, the proof of (3.36) follows 
from the definition of q(Y, t) and q∗(Y, t) in (3.13) and (3.14). �

We are now ready to present the proof of Theorem 3.2.

Proof of Theorem 3.2. Let Y be a conjoined basis of (H) and let R be a symplectic matrix 
satisfying the assumptions of the theorem. From Remark 3.7 we know that there exists a maximal 
antiprincipal solution Ȳ of (H) at ∞ such that R−1Ȳ is a maximal antiprincipal solution of system 
(H̃) at ∞. By equations (3.34) and (3.35) in Lemma 3.10 (with Y1 := Y and Y2 := Ȳ ), the limits 
in (3.8) exist if and only if the limits

lim
t→∞μ(Ȳ (t),R(t)E) and lim

t→∞μ∗(Ȳ (t),R(t)E)

both exist. In turn, this is equivalent by Theorem 3.9 (with Y := Ȳ ) to rankM(t) being eventually 
constant. This proves the first part of Theorem 3.2. Next, under condition (3.9), we will prove 
(3.11) and (3.12) by deriving their equivalent form (3.17) and (3.18). We know by (3.36) in 
Lemma 3.10 that the limits of the quantities q(Y1, t) and q∗(Y1, t) for t → ∞ exist and their 
values do not depend on the choice of the conjoined basis Y1. For the proof of (3.18) we take two 
choices of Y1 := Y and Y1 := RỸ∞. In the latter case C1∞ = C∞,R and hence μ∗(C1∞, C∞,R) =
0. Therefore, we calculate

lim
t→∞q∗(Y, t) = lim

t→∞q∗(R Ỹ∞, t)
(3.14)= lim

t→∞μ∗(R(t) Ỹ∞(t),R(t)E
)
.

This proves formula (3.18), and hence also formula (3.12). For the proof of formula (3.17) we 
take two choices of Y1 := Y and Y1 := Y∞. In the latter case C1∞ = E and from properties (2.6)
and (2.23) we obtain μ(C1∞, C∞,R) = rankW(Y∞, RỸ∞) and
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lim
t→∞q∗(Y∞, t)

(3.14)= lim
t→∞μ∗(Y∞(t),R(t)E) − rankW(Y∞,R Ỹ∞). (3.47)

Therefore, we conclude that

lim
t→∞q(Y, t) = lim

t→∞q(Y∞, t)
(3.15)= lim

t→∞ rankM(t) − lim
t→∞q∗(Y∞, t) − rankW(Y∞,R Ỹ∞)

(3.47)= lim
t→∞ rankM(t) − lim

t→∞μ∗(Y∞(t),R(t)E)

(3.20)= lim
t→∞μ∗(R−1(t) Y∞(t),R−1(t)E

)
.

This proves formula (3.17), and hence also formula (3.11). The proof is complete. �

In the final result of this section we apply Theorem 3.2 to the maximal antiprincipal solution 
of (H) at ∞ used in the statement of Theorem 3.9. In this case we obtain the following explicit 
formulas for the limits in (3.10). They will be needed in the proof of the main transformation 
result for the minimal principal solutions at ∞ in Theorem 4.4.

Corollary 3.11. Assume that (2.13) holds with I = [a, ∞), system (H) is nonoscillatory at ∞. 
Let R(t) be a piecewise continuously differentiable symplectic matrix on I with partition (3.7)
such that condition (3.9) holds. In addition, assume that system (H̃) with (3.2) satisfies (3.3) and 
it is nonoscillatory at ∞. Moreover, let Y be a maximal antiprincipal solution of (H) at ∞ such 
that Ỹ := R−1Y is a maximal antiprincipal solution of (H̃) at ∞. Then the limits in (3.10) exist 
with

lim
t→∞μ∗(R−1(t) Y∞(t),R−1(t)E)

= lim
t→∞ ind

{[W(Y(t),R(t)E)]T X−1(t)M(t)
}

− ind
{ − W(Ỹ∞, Ỹ ) [W(Y∞, Y )]−1 W(Y∞,R Ỹ∞)

}
⎫⎪⎪⎬⎪⎪⎭ (3.48)

lim
t→∞μ∗(R(t) Ỹ∞(t),R(t)E)

= lim
t→∞ ind

{−[W(Y(t),R(t)E)]T X−1(t)M(t)
}

− ind
{
W(Ỹ∞, Ỹ ) [W(Y∞, Y )]−1 W(Y∞,R Ỹ∞)

}
.

⎫⎪⎪⎬⎪⎪⎭ (3.49)

Proof. Formula (3.48) follows from equation (3.11) by using (3.30), (3.28), mL(∞) = 0, and 
m̃L(∞) = 0. Formula (3.49) follows from the combination of (3.12) with (3.31) and (3.29). �

4. Transformation results under majorant condition

In this section we apply the results from Section 3 to linear Hamiltonian systems (H) and (Ĥ)
satisfying the majorant condition (1.1). The transformed system (H̃) is now obtained by the spe-
cial choice of the transformation matrix R(t) := Ẑ(t), being the symplectic fundamental matrix 
of the minorant system (Ĥ) (as in Propositions 1.2 and 1.3 and in Remark 1.4). In particular, 
in some results it will be convenient to take the transformation matrix R(t) := Ẑ∞(t), which is 
associated with the minimal principal solution Ŷ∞ of (Ĥ) at ∞ by Ŷ∞ = Ẑ∞ E.
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First we recall a comparison result for nonoscillatory systems (H) and (Ĥ) at ∞ under the 
majorant condition (1.1), as well as the invariance of the nonoscillation at ∞ for system (H) and 
the transformed system (H̃). The latter result is based on the generalized reciprocity principle in 
[16, Theorem 2.2], see also Remark 3.3(i).

Proposition 4.1. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscil-
latory at ∞. Then

(i) system (Ĥ) is nonoscillatory at ∞, and
(ii) for every symplectic fundamental matrix Ẑ of (Ĥ) the transformed system (H̃) with the coef-

ficient matrix H̃(t) given in (1.14) is nonoscillatory at ∞.

Proof. Recall that assumption (1.2) implies under (1.1) the Legendre condition (2.13), and 
that (1.1) itself implies the Legendre condition (3.3) for the transformed system (H̃). The 
nonoscillation of system (Ĥ) at ∞ follows from the nonoscillation of (H) at ∞ by [35, Theo-
rem 2.6]. Let Ẑ be a symplectic fundamental matrix of system (Ĥ). Then the right upper block 
M(t) := (I, 0) Ẑ(t) E of the transformation matrix Ẑ(t) has eventually constant kernel (as sys-
tem (Ĥ) is nonoscillatory at ∞), and hence M(t) has also eventually constant rank. Then by 
Remark 3.3(i) it follows that systems (H) and (H̃) are simultaneously oscillatory or nonoscilla-
tory at ∞. But since the nonoscillation of (H) at ∞ is a standing assumption of the proposition, 
it follows that the transformed system (H̃) is nonoscillatory at ∞ as well. �

Next we present the following auxiliary result.

Lemma 4.2. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscilla-
tory at ∞. Let Ẑ be a symplectic fundamental matrix of (Ĥ). Let Y be a maximal antiprincipal 
solution of (H) at ∞ such that Ỹ := Ẑ−1Y is a maximal antiprincipal solution at ∞ of the trans-
formed system (H̃) from Remark 1.4. Assume that α ∈ [a, ∞) is such that X(t) is invertible on 
[α, ∞), the conjoined basis Ŷ := ẐE of (Ĥ) has constant kernel on [α, ∞), and the Wronskian 
matrix W(Y(t), Ŷ (t)) is invertible on [α, ∞). If we set for t ∈ [α, ∞)

P(t) := [W(Y(t), Ŷ (t))]T X−1(t) X̂(t), Ŝ(t) :=
t∫

α

X̂†(s) B̂(s) X̂†T (s)ds, (4.1)

then the matrix P(t) is nondecreasing on [α, ∞) and the matrix P†(t) + Ŝ(t) is nonincreasing 
on [α, ∞).

Proof. The assumptions of the lemma imply that the Legendre conditions (2.13) and (3.3) hold 
and that systems (Ĥ) and (H̃) are nonoscillatory at ∞, by Proposition 4.1. Then there exists 
α ∈ [a, ∞) such that X(t) is invertible on [α, ∞) and the conjoined basis Ŷ has constant kernel 
on [α, ∞). Moreover, by Theorem 3.6 (with R(t) := Ẑ(t)) the point α can be chosen so that the 
Wronskian matrix W(Y(t), Ŷ (t)) is invertible on [α, ∞). Then we also have

ImP(t) = Im X̂T (t) = [Ker X̂(t)]⊥ is constant on [α,∞), (4.2)

X̂(t) X̂†(t) B̂(t) = B̂(t) = B̂(t) X̂(t) X̂†(t), t ∈ [α,∞), (4.3)
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where (4.3) follows from (2.15) for system (Ĥ). Observe that indP(t) = μ(Y (t), Ŷ (t)) by (3.32). 
Equation (4.2) yields that ImP(t) ≡ Im P̂ is constant on [α, ∞), where

P̂ := X̂†(t) X̂(t) = P(t)P†(t) = P†(t)P(t), t ∈ [α,∞),

is the orthogonal projector onto the constant subspace Im X̂T (t) = [Ker X̂(t)]⊥ on [α, ∞). Thus, 
by [28, Theorem 4.2(iii)], we have Im Ŝ(t) ⊆ Im P̂ on [α, ∞), which is equivalent to

P†(t)P(t) Ŝ(t) = P̂ Ŝ(t) = Ŝ(t) = Ŝ(t) P̂ = Ŝ(t)P(t)P†(t), t ∈ [α,∞). (4.4)

According to [22, Proposition 1.1.3] and (4.3), the derivative of P(t) satisfies

P ′(t) = P(t) X̂†(t) B̂(t) X̂†T (t)P(t) + V T
2 (t) [H(t) − Ĥ(t)]V2(t)

(4.1)= P(t) Ŝ ′(t)P(t) + V T
2 (t) [H(t) − Ĥ(t)]V2(t) (4.5)

for t ∈ [α, ∞), where V2(t) := (I, Q(t))T X̂(t) and Q(t) := U(t) X−1(t). Therefore, P ′(t) ≥ 0
on [α, ∞) and hence the matrix P(t) is nondecreasing on the interval [α, ∞). From (4.2) and 
[20, Theorem 20.8.2] it follows that the matrix P†(t) is differentiable on [α, ∞) with

[P†(t)] ′ = −P†(t)P ′(t)P†(t)
(4.5), (4.4)= −Ŝ ′(t) − P†(t)V T

2 (t) [H(t) − Ĥ(t)]V2(t)P†(t)

on [α, ∞), see also [28, Remark 2.3]. This yields by assumption (1.1) that

[P†(t) + Ŝ(t)] ′ = −P†(t)V T
2 (t) [H(t) − Ĥ(t)]V2(t)P†(t) ≤ 0, t ∈ [α,∞),

so that the matrix P†(t) + Ŝ(t) is nonincreasing on [α, ∞). The proof is complete. �

For the special choice of Ŷ := Ŷ∞ in Lemma 4.2 we obtain the following important property 
of the matrix P(t) in (4.1).

Proposition 4.3. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscil-
latory at ∞. Let Ẑ∞ be the symplectic fundamental matrix of (Ĥ) such that Ŷ∞ = Ẑ∞E. Let Y
be a maximal antiprincipal solution of (H) at ∞ such that Ỹ := Ẑ−1∞ Y is a maximal antiprincipal 
solution at ∞ of the transformed system (H̃) from Remark 1.4. Then there exists α ∈ [a, ∞) such 
that the matrix

P∞(t) := [W(Y(t), Ŷ∞(t))]T X−1(t) X̂∞(t), t ∈ [α,∞), (4.6)

satisfies

P∞(t) ≤ 0, t ∈ [α,∞), lim
t→∞P∞(t) = 0, (4.7)

lim
t→∞ indP∞(t) = lim

t→∞ rank X̂∞(t) = n − d̂∞, (4.8)

where d̂∞ is the maximal order of abnormality of system (Ĥ) according to (2.17).
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Proof. Let α ∈ [a, ∞) be a point satisfying the assumptions of Lemma 4.2 (with Ŷ := Ŷ∞). 
In particular, the Wronskian matrix W(Y(t), Ŷ∞(t)) is invertible on [α, ∞). For t ∈ [α, ∞), let 
Ŝ∞(t) be the matrix defined in (4.1), which corresponds to Ŷ∞. We denote by λj (t), νj (t), and 
κj (t) for j ∈ {1, . . . , n} and t ∈ [α, ∞) the eigenvalues of the symmetric and continuous matrices 
P†∞(t), −Ŝ∞(t), and P†∞(t) + Ŝ∞(t), respectively, which are ordered as

λ1(t) ≤ · · · ≤ λn(t), ν1(t) ≤ · · · ≤ νn(t), κ1(t) ≤ · · · ≤ κn(t).

Then these eigenvalues are continuous on [α, ∞) as well. By Lemma 4.2 and its proof we know 
that the matrix P∞(t) has constant rank

r := rankP∞(t) = rank X̂∞(t) ≡ n − d̂∞, t ∈ [α,∞), (4.9)

and that P∞(t) is nondecreasing on this interval. Therefore, the matrix P†∞(t) is nonincreasing on 
[α, ∞). Then its eigenvalues λj (t) are nonincreasing on [α, ∞) and they do not change their sign 
in this interval. Next, Ŝ ′∞(t) ≥ 0 on [α, ∞) under (1.2), so that the matrix −Ŝ∞(t) ≤ 0 as well as 
its eigenvalues νj (t) ≤ 0 are nonincreasing on [α, ∞). Moreover, by [28, Theorem 4.2(iii) and 
Remark 5.3] the set Im [−Ŝ∞(t)] is eventually constant with

rank [−Ŝ∞(t)] ≡ n − d̂∞
(4.9)= r on [β,∞) for some β ∈ [α,∞).

Then the eigenvalues νj (t) satisfy

ν1(t) ≤ · · · ≤ νr(t) < 0, νr+1(t) = · · · = νn(t) = 0, t ∈ [β,∞),

lim
t→∞νj (t) = −∞, j ∈ {1, . . . , r},

⎫⎬⎭ (4.10)

where the last property follows from the fact that Ŷ∞ is a principal solution of (Ĥ) at ∞, 
i.e., from limt→∞ Ŝ

†∞(t) = 0. Next, by Lemma 4.2 the matrix P†(t) + Ŝ∞(t) as well as its 
eigenvalues κj (t) are nonincreasing on [α, ∞). Therefore, κj (t) ≤ κj (α) for all t ∈ [α, ∞) and 
j ∈ {1, . . . , n}. By applying the result about the eigenvalues of a difference of two symmet-
ric matrices in [22, Proposition 3.2.2] (with Q1 := P†∞(t) and Q2 := −Ŝ∞(t)) we obtain that 
λj (t) − νj (t) ≤ κn(t) for every t ∈ [β, ∞) and j ∈ {1, . . . , n}. Hence, we get the inequalities

λj (t) ≤ νj (t) + κn(t) ≤ νj (t) + κn(α), t ∈ [β,∞), j ∈ {1, . . . , n}. (4.11)

By taking the limit in (4.11) and using (4.10) we obtain

lim
t→∞λj (t) = −∞, j ∈ {1, . . . , r}, (4.12)

and consequently by (4.9) it follows that

λ1(t) ≤ · · · ≤ λr(t) < 0, λr+1(t) = · · · = λn(t) = 0, t ∈ [α,∞). (4.13)

This shows that P†∞(t) ≤ 0 on [α, ∞), and hence also P∞(t) ≤ 0 on [α, ∞). Moreover, con-
ditions (4.12) and (4.13) yield that limt→∞ P∞(t) = limt→∞[P†∞(t)]† = 0. This completes the 
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proof of (4.7). Finally, by (4.13) we know that indP∞(t) = indP†∞(t) ≡ r on [α, ∞), so that 
limt→∞ indP∞(t) = r . Taking (4.9) into account then completes the proof of (4.8). �

The following result shows that under natural assumptions the minimal principal solution Y∞
of (H) at ∞ is transformed into the minimal principal solution Ỹ∞ of (H̃) at ∞ and vice versa. 
We again utilize the transformation matrix R(t) := Ẑ∞(t) associated with the minimal principal 
solution Ŷ∞ at ∞ of the minorant system (Ĥ).

Theorem 4.4. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscil-
latory at ∞. Let Ẑ∞ be the symplectic fundamental matrix of (Ĥ) such that Ŷ∞ = Ẑ∞E. Then 
the conjoined basis Ẑ−1∞ Y∞ is the minimal principal solution of (H̃) at ∞ and the conjoined 
basis Ẑ∞Ỹ∞ is the minimal principal solution of (H) at ∞. That is, W(Ẑ−1∞ Y∞, Ỹ∞) = 0, 
W(Y∞, Ẑ∞ Ỹ∞) = 0, and Ẑ−1∞ Y∞ = Ỹ∞ K and Ẑ∞Ỹ∞ = Y∞ K−1 for some constant invertible 
n × n matrix K . Moreover, we have

lim
t→∞ μ∗(Ẑ∞(t) Ỹ∞(t), Ŷ∞(t)) = 0, lim

t→∞ μ∗(Ẑ−1∞ (t) Y∞(t), Ẑ−1∞ (t)E) = n − d̂∞. (4.14)

Proof. By Remark 3.7, for the given transformation matrix R(t) := Ẑ∞(t) there exists an an-
tiprincipal solution Y of (H) at ∞, which is transformed into a maximal antiprincipal solu-
tion Ỹ := Ẑ−1∞ Y of (H̃) at ∞. Then the constant Wronskian W(Ỹ∞, Ỹ ) is invertible, so that 
by (3.26) the Wronskian W(C∞,Ẑ∞, C∞) is invertible as well. Hence, without loss of gen-
erality (upon multiplying Y by a constant invertible multiple) we can choose Y such that 
W(Ỹ∞, Ỹ ) = W(C∞,Ẑ∞ , C∞) = I . Then by Proposition 4.3 the matrix P∞(t) defined in (4.6), 
which is associated with any such a conjoined basis Y , satisfies limt→∞ ind [−P∞(t)] = 0. More-
over, by (3.49) in Corollary 3.11 (with R := Ẑ∞) we get

lim
t→∞ μ∗(Ẑ∞(t) Ỹ∞(t), Ŷ∞(t)) = lim

t→∞ ind [−P∞(t)] − ind
{[W(Y∞, Y )]−1 W(Y∞, Ẑ∞ Ỹ∞)

}
= − ind

{[W(Y∞, Y )]−1 W(Y∞, Ẑ∞ Ỹ∞)
}
.

Since the left-hand side above is nonnegative and the right-hand side is nonpositive, it follows 
that both sides are zero, that is,

lim
t→∞ μ∗(Ẑ∞(t) Ỹ∞(t), Ŷ∞(t)) = 0 = ind

{[W(Y∞, Y )]−1 W(Y∞, Ẑ∞ Ỹ∞)
}
. (4.15)

This shows that the first equality in (4.14) holds. Applying equality (3.25) in Theorem 3.6 (with 
R := Ẑ∞) together with (4.15) we obtain that

ind
{
W(Y∞, Ẑ∞ Ỹ∞) (D − D∞,Ẑ∞) [W(Y∞, Ẑ∞ Ỹ∞)]T } = 0 (4.16)

holds for every symmetric matrix D satisfying

Im
{
W(Y∞, Ẑ∞ Ỹ∞) (D − D∞,Ẑ∞) [W(Y∞, Ẑ∞ Ỹ∞)]T } = ImW(Y∞, Ẑ∞ Ỹ∞). (4.17)

Then the symmetric matrix D := D∞,Ẑ∞− I satisfies (4.17), and hence by (4.16) we have
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0 = ind
{−W(Y∞, Ẑ∞ Ỹ∞) [W(Y∞, Ẑ∞ Ỹ∞)]T } = rankW(Y∞, Ẑ∞ Ỹ∞).

This implies that W(Ẑ−1∞ Y∞, Ỹ∞) = W(Y∞, Ẑ∞ Ỹ∞) = 0. Hence, Theorem 3.8 yields that 
Ẑ−1∞ Y∞ is the minimal principal solution of (H̃) at ∞ and Ẑ∞Ỹ∞ is the minimal principal solu-
tion of (H) at ∞. Finally, we prove the second equality in (4.14) by applying Remark 3.4 with 
R(t) := Ẑ∞(t). The limit in (3.18) is equal to zero. Then by (3.15) with W(Y∞, Ẑ∞ Ỹ∞) = 0 and 
M(t) := X̂∞(t) in combination with (3.17) it follows that

lim
t→∞ μ∗(Ẑ−1∞ (t) Y∞(t), Ẑ−1∞ (t)E) = lim

t→∞ rank X̂∞(t) = n − d̂∞.

The proof is complete. �

Remark 4.5. The result in Theorem 3.6 (respectively in Theorem 3.8) describes the situation 
when maximal antiprincipal solutions of (H) at ∞ are transformed into maximal antiprinci-
pal solutions of (H̃) at ∞ under a general symplectic transformation matrix R(t). On the other 
hand, the result in Theorem 4.4 shows that the minimal principal solution of (H) at ∞ is trans-
formed into the minimal principal solution of (H̃) at ∞ under the special transformation matrix 
R(t) := Ẑ∞(t) and when (1.1) holds. This poses an interesting open problem regarding the gen-
eral situation, when principal (antiprincipal) solutions of (H) at ∞ would be transformed into 
some principal (antiprincipal) solutions of (H̃) at ∞. In the controllable case these results are 
known in [10, Theorems 1 and 2].

As the final result of this section we derive limit results for the comparative indices in (3.4)
with R(t) := Ẑ∞(t) by applying Theorem 3.2 to this case.

Theorem 4.6. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscil-
latory at ∞. Let Ẑ∞ be the symplectic fundamental matrix of (Ĥ) such that Ŷ∞ = Ẑ∞ E. Then 
for every conjoined basis Y of (H) the limits

lim
t→∞μ(Y (t), Ŷ∞(t)) and lim

t→∞μ∗(Y (t), Ŷ∞(t)) (4.18)

exist and satisfy

lim
t→∞μ(Y (t), Ŷ∞(t)) = m̃L(∞) − mL(∞) + m̂L∞(∞), (4.19)

lim
t→∞μ∗(Y (t), Ŷ∞(t)) = 0, (4.20)

where m̃L(∞) is the multiplicity of a focal point at ∞ of the conjoined basis Ỹ := Ẑ−1∞ Y of the 
transformed system (H̃).

Proof. By Proposition 4.1 we know that systems (Ĥ) and (H̃) are nonoscillatory at ∞. Then 
the matrix M(t) := X̂∞(t) has eventually constant kernel, and hence condition (3.9) is satisfied 
in this case. Therefore, by Theorem 3.2 (with R(t) := Ẑ∞(t)) the limits in (4.18) exist. By 
Theorem 4.4 we have W(Y∞, Ẑ∞ Ỹ∞) = 0, so that by (2.23) the representation matrix C∞,Ẑ∞
has its first component zero. Then we have μ(C∞, C∞,Ẑ∞) = 0 = μ∗(C∞, C∞,Ẑ∞) by (2.6) and 
(2.7). Therefore, by using (3.11) and the second equality in (4.14) we get
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lim
t→∞μ(Y (t), Ŷ∞(t)) = m̃L(∞) − mL(∞) + n − d̂∞ = m̃L(∞) − mL(∞) + m̂L∞(∞),

where we used that m̂L∞(∞) = n − d̂∞, see Section 2. This proves (4.19). Similarly, by using 
(3.12) and the first equality in (4.14) we get (4.20). The proof is complete. �

Remark 4.7. Equation (4.19) is an extension of formula (1.10) in Proposition 1.2 with Ŷ := Ŷt0

to the case t0 = ∞. At the same time it is a generalization of formula (3.5) in Proposition 3.1
with Y ∗ := Y∞ to two systems (H) and (Ĥ) satisfying (1.1). Note that equation (4.20) represents 
an extension to t0 = ∞ of the left continuity of the dual comparative index μ∗(Y (t), Ŷt0(t)) at 
the point t0 in Proposition 1.3.

5. Singular Sturmian comparison theorems

In this section we present the Sturmian comparison theorems for two linear Hamiltonian 
systems (H) and (Ĥ) on I = [a, ∞) satisfying the majorant condition (1.1). In particular, we 
generalize the comparison theorems in Propositions 1.1, 1.2, and 1.3, as well as the separation 
theorems in Propositions 2.4 and 2.6 to this case. At the same time we do not assume any con-
trollability condition on systems (H) and (Ĥ). The above assumptions imply (by Proposition 4.1) 
that the systems (H), (Ĥ), and (H̃) (with R(t) := Ẑ(t) being a symplectic fundamental matrix of 
system (Ĥ)) are nonoscillatory at ∞. Therefore, their conjoined bases have finitely many left and 
right focal points in [a, ∞), and hence counting and comparing these numbers over unbounded 
intervals makes sense. Specifically, we will use the special transformation matrix R(t) := Ẑ∞(t), 
as in Section 4.

The main results are formulated by using the notation in (1.5) for the numbers of left and right 
focal points of conjoined bases of (H), (Ĥ), (H̃) in the interval I including the multiplicities of 
focal points at ∞. The most general result in this section reads as follows.

Theorem 5.1 (Singular Sturmian comparison theorem). Assume that (1.1) and (1.2) hold on 
I = [a, ∞) and that system (H) is nonoscillatory at ∞. Let Ẑ∞ be the symplectic fundamental 
matrix of (Ĥ) such that Ŷ∞ = Ẑ∞ E. Then for every conjoined basis Y of (H) and for every 
conjoined basis Ŷ of (Ĥ) we have

mL(a,∞] − m̂L(a,∞] = m̃L(a,∞] + μ(Ŷ (a), Ŷ∞(a)) − μ(Y (a), Ŷ∞(a)), (5.1)

mR[a,∞) − m̂R[a,∞) = m̃R[a,∞) + μ∗(Y (a), Ŷ∞(a)) − μ∗(Ŷ (a), Ŷ∞(a)), (5.2)

where m̃L(a, ∞] and m̃R[a, ∞) are the numbers of left and right focal points of the conjoined 
basis Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals.

Remark 5.2. (i) When systems (H) and (Ĥ) coincide (see also Remark 3.5), then for every con-
joined basis Ỹ of (H̃) we have m̃L(a, ∞] = 0 = m̃R[a, ∞). In this case Theorem 5.1 reduces to 
Proposition 2.4.

(ii) In order to derive a suitable generalization of Proposition 2.4 to two systems (H) and (Ĥ), it 
is essential to understand that the differences mL(a, ∞] − m̂L(a, ∞] and mR[a, ∞) − m̂R[a, ∞)

in Proposition 2.4 are expressed as (2.25) and (2.27).
(iii) In Propositions 1.2 and 1.3 the transformed system (H̃) changes with the chosen conjoined 

basis Ŷ of (Ĥ). The formulation in Theorem 5.1 has the advantage that the transformed system 
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(H̃) is the same for all conjoined bases Ŷ of (Ĥ), since we use the special transformation matrix 
R(t) := Ẑ∞(t), which does not depend on Ŷ .

The proof of Theorem 5.1 is presented below after the following special result regarding the 
case of Ŷ := Ŷ∞. It is a generalization of the second equality in (2.28) and of the first equality in 
(2.29) in Proposition 2.6 to two systems (H) and (Ĥ). At the same time it is extensions of (1.11)
and (1.13) to the case of b = ∞ with the fundamental matrix Ẑ(t) := Ẑ∞(t).

Theorem 5.3 (Singular Sturmian comparison theorem). Assume that (1.1) and (1.2) hold on 
I = [a, ∞) and that system (H) is nonoscillatory at ∞. Let Ẑ∞ be the symplectic fundamental 
matrix of (Ĥ) such that Ŷ∞ = Ẑ∞ E. Then for every conjoined basis Y of (H) we have

mL(a,∞] = m̂L∞(a,∞] + m̃L(a,∞] − μ(Y (a), Ŷ∞(a)), (5.3)

mR[a,∞) = m̂R∞[a,∞) + m̃R[a,∞) + μ∗(Y (a), Ŷ∞(a)), (5.4)

where m̃L(a, ∞] and m̃R[a, ∞) are the numbers of left and right focal points of the conjoined 
basis Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals.

Proof. The proof of Theorem 5.3 is based on a combination of Propositions 1.2 and 1.3 (with 
the special choice Ŷ := Ŷ∞) and Theorem 4.6. By taking the limit for b → ∞ in formula (1.11)
in Proposition 1.2 we obtain

mL(a,∞) = m̂L∞(a,∞) + m̃L(a,∞) + lim
b→∞μ(Y (b), Ŷ∞(b)) − μ(Y (a), Ŷ∞(a))

(4.19)= m̂L∞(a,∞] + m̃L(a,∞] − mL(∞) − μ(Y (a), Ŷ∞(a)).

Hence, equality (5.3) follows. Similarly, by taking the limit for b → ∞ in formula (1.13) in 
Proposition 1.3 we get

mR[a,∞) = m̂R∞[a,∞) + m̃R[a,∞) + μ∗(Y (a), Ŷ∞(a)) − lim
b→∞μ∗(Y (b), Ŷ∞(b))

(4.20)= m̂R∞[a,∞) + m̃R[a,∞) + μ∗(Y (a), Ŷ∞(a)),

which proves equality (5.4). �

The results in Theorem 5.1 now follow from Theorem 5.3 and Proposition 2.6.

Proof of Theorem 5.1. Let Y and Ŷ be conjoined bases of (H) and (Ĥ), respectively. By the 
second equality in (2.28) in Proposition 2.6 applied to Ŷ and Ŷ∞, being conjoined based of 
system (Ĥ), we obtain that m̂L(a, ∞] = m̂L∞(a, ∞] − μ(Ŷ (a), Ŷ∞(a)). Using this equality in 
(5.3) yields equation (5.1). Similarly, the first equality in (2.29) in Proposition 2.6 applied to Ŷ
and Ŷ∞ implies that m̂R[a, ∞) = m̂R∞[a, ∞) + μ∗(Ŷ (a), Ŷ∞(a)), which together with (5.4)
yields equation (5.2). The proof is complete. �

The results in Theorem 5.1 (or Theorem 5.3) allow to derive various estimates for the numbers 
of left and right focal points of conjoined bases of (H) and (Ĥ). Our first result shows the exact 
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relationship between the numbers of focal points of the (minimal) principal solutions Y∞, Ŷ∞, 
Ỹ∞ and Ya , Ŷa , Ỹa of systems (H), (Ĥ), (H̃).

Corollary 5.4. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscil-
latory at ∞. Then we have

mL∞(a,∞] = m̂L∞(a,∞] + m̃L∞(a,∞] − μ(Y∞(a), Ŷ∞(a)), (5.5)

mR∞[a,∞) = m̂R∞[a,∞) + m̃R∞[a,∞) + μ∗(Y∞(a), Ŷ∞(a)), (5.6)

mLa(a,∞] = m̂La(a,∞] + m̃La(a,∞] + μ∗(Y∞(a), Ŷ∞(a)), (5.7)

mRa[a,∞) = m̂Ra[a,∞) + m̃Ra[a,∞) − μ(Y∞(a), Ŷ∞(a)), (5.8)

Proof. Equalities (5.5) and (5.6) follow from Theorem 5.3 with Y := Y∞. Indeed, in this case 
the conjoined basis Ỹ from Theorem 5.3 satisfies Ỹ = Ẑ−1∞ Y∞ = Ỹ∞, by Theorem 4.4. Equalities 
(5.7) and (5.8) then follow directly from (5.6) and (5.5) with the aid of (2.33) for systems (H), 
(Ĥ), and (H̃). �

The following result confirms the intuitively expected fact that, given the same initial con-
ditions, conjoined bases of the majorant system (H) have in general more focal points than 
conjoined bases of the minorant system (Ĥ). It is a generalization of the first part of [22, Corol-
lary 7.3.2, pg. 196].

Theorem 5.5 (Singular Sturmian comparison theorem). Assume that (1.1) and (1.2) hold on 
I = [a, ∞) and that system (H) is nonoscillatory at ∞. Let Ẑ∞ be the symplectic fundamental 
matrix of (Ĥ) such that Ŷ∞ = Ẑ∞ E. Let Y and Ŷ be conjoined bases of (H) and (Ĥ), respectively, 
such that Y(a) = Ŷ (a) K for some invertible matrix K . Then

mL(a,∞] − m̂L(a,∞] = m̃L(a,∞] ≥ 0, (5.9)

mR[a,∞) − m̂R[a,∞) = m̃R[a,∞) ≥ 0, (5.10)

where m̃L(a, ∞] and m̃R[a, ∞) are the numbers of left and right focal points of the conjoined 
basis Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals.

Proof. This result follows directly from Theorem 5.1, in which we realize that the equalities 
μ(Y (a), Ŷ∞(a)) = μ(Ŷ (a), Ŷ∞(a)) and μ∗(Y (a), Ŷ∞(a)) = μ∗(Ŷ (a), Ŷ∞(a)) hold due to the 
assumption Y(a) = Ŷ (a) K and property (2.7) of the comparative index. �

Remark 5.6. The equalities in (5.9) and (5.10) also provide the information about the relation 
between the numbers of focal points of the conjoined bases Y and Ỹ := Ẑ−1∞ Y . Namely, we have 
mL(a, ∞] ≥ m̃L(a, ∞] and mR[a, ∞) ≥ m̃R[a, ∞).

Next we compare the numbers of focal points of the (minimal) principal solutions Ya , Ŷa , Ỹa

and Y∞, Ŷ∞, Ỹ∞. We also provide universal lower and upper bounds for the numbers of focal 
points of conjoined bases of (H) and (Ĥ).
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Corollary 5.7. Assume that (1.1) and (1.2) hold on I = [a, ∞) and that system (H) is nonoscil-
latory at ∞. Then for every conjoined basis Y of (H) the estimates in (2.30) and (2.31) hold, 
where the lower and upper bounds satisfy

m̂La(a,∞] + m̃La(a,∞] ≤ mLa(a,∞], mL∞(a,∞] ≤ m̂L∞(a,∞] + m̃L∞(a,∞], (5.11)

m̂R∞[a,∞) + m̃R∞[a,∞) ≤ mR∞[a,∞), mRa[a,∞) ≤ m̂Ra[a,∞) + m̃Ra[a,∞). (5.12)

Moreover, for every conjoined basis Ŷ of (Ĥ) we have the estimates

m̂La(a,∞] ≤ m̂L(a,∞] ≤ m̂L∞(a,∞] ≤ mL∞(a,∞], (5.13)

m̂R∞[a,∞) ≤ m̂R[a,∞) ≤ m̂Ra[a,∞) ≤ mRa[a,∞). (5.14)

Proof. Let Y be a conjoined basis of (H). Then (2.30) and (2.31) are guaranteed by Proposi-
tion 2.6. The inequalities in (5.11) follow from (5.7) and (5.5), and similarly the inequalities in 
(5.12) follow from (5.6) and (5.8). Next, the first two inequalities in (5.13)–(5.14) are guaranteed 
by (2.30)–(2.31) in Proposition 2.6 applied to system (Ĥ). For the third inequality in (5.13) we 
consider equation (5.9) with Ŷ := Ŷ∞ and with Y to be the conjoined basis of (H) satisfying the 
initial condition Y(a) = Ŷ∞(a). Then mL(a, ∞] ≥ m̂L∞(a, ∞] by Theorem 5.5. At the same 
time, for the conjoined bases Y and Y∞ of (H) we have the inequality mL(a, ∞] ≤ mL∞(a, ∞], 
by (2.30). Therefore, m̂L∞(a, ∞] ≤ mL∞(a, ∞] holds, which completes the proof of (5.13). 
Finally, since Ya(a) = E = Ŷa(a) holds, then the third inequality in (5.14) follows from Theo-
rem 5.5 (with Y := Ya and Ŷ := Ŷa). The proof is complete. �

The estimates in Corollary 5.7 show that the proper generalization of Proposition 1.1 to uncon-
trollable systems should be done through the right focal points. At the same time Corollary 5.7
provides an extension of Proposition 1.1 to the left focal points.

Remark 5.8. The results of this paper show the importance of the transformed system (H̃) for 
comparing the numbers of focal points of conjoined bases of systems (H) and (Ĥ). Therefore, the 
transformed system (H̃) can be considered as a quantitative measure of the majorant condition 
(1.1). For example, the optimal upper bounds mL∞(a, ∞] = mRa[a, ∞) and m̂L∞(a, ∞] =
m̂Ra[a, ∞) for the numbers of left and right focal points of conjoined bases Y and Ŷ of (H) and 
(Ĥ) satisfy the estimates

0 ≤ mL∞(a,∞] − m̂L∞(a,∞] ≤ m̃L∞(a,∞],
0 ≤ mRa[a,∞) − m̂Ra[a,∞) ≤ m̃Ra[a,∞).

We believe that further investigation of the properties of the transformed system (H̃) will lead to 
better explanation of the role of condition (1.1) in the Sturmian theory of these systems. Another 
open problem is to understand how the maximal orders of abnormality d∞, d̂∞, d̃∞ of systems 
(H), (Ĥ), (H̃) affect the transformation rules for principal and antiprincipal solutions of (H) at ∞. 
We will address these issues in our subsequent work.
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6. Further Sturmian comparison theorems on unbounded intervals

The results of this paper extend in analogous way to the unbounded intervals of the form 
(−∞, b], where for measuring the numbers of focal points we use the corresponding (minimal) 
principal solutions Y−∞, Ŷ−∞, Ỹ−∞ and Yb , Ŷb , Ỹb . For the definition of a principal solution of 
(H) at −∞ we refer to [33, Section 2]. The corresponding Sturmian separation theorems on the 
intervals of the form (−∞, b] and the limit results for the comparative index at −∞ for conjoined 
bases of one system (H) are discussed in [33, Remarks 5.16 and 6.5]. For completeness and future 
reference we provide the statements for two systems (H) and (Ĥ) below.

Consider the linear Hamiltonian systems (H) and (Ĥ), as well as the transformed system (H̃), 
on the unbounded interval I = (−∞, b]. We assume that they satisfy majorant condition (1.1)
and the Legendre condition (1.2) on this interval, which in turn implies the validity of the Legen-
dre conditions (2.13) and (3.3) on (−∞, b]. If Y is a conjoined basis of (H) with constant kernel 
on (−∞, β] for some β ∈ (−∞, b] with d(−∞, β] = d−∞, then analogously to (2.19) we define 
the symmetric matrix

Tβ,−∞ := lim
t→−∞

( t∫
β

X†(s)B(s)X†T (s)ds

)†

, 0 ≤ rankTβ,−∞ ≤ n − d−∞, (6.1)

compare with [32, Section 5]. Note that Tβ,−∞ ≤ 0. Following [33, Remark 3.6] we then define 
the multiplicity of the (right) proper focal point of Y at −∞ by

mR(−∞) := n − d−∞ − rankTβ,−∞, 0 ≤ mR(−∞) ≤ n − d−∞. (6.2)

In this case mR(−∞) = 0 if and only if Y is an antiprincipal solution of (H) at −∞ (i.e., 
rankTβ,−∞ = n − d−∞), while mR(−∞) = n − d−∞ if and only if Y is a principal solution 
of (H) at −∞ (i.e., Tβ,−∞ = 0). Furthermore, as in (2.21) we have the formula

mR(−∞) = lim
t→−∞ rankX(t) − rankW(Y−∞, Y ), (6.3)

where Y−∞ is the minimal principal solution of (H) at −∞. We begin with an analogue of 
Proposition 4.1.

Proposition 6.1. Assume that (1.1) and (1.2) hold on I = (−∞, b] and that system (H) is 
nonoscillatory at −∞. Then

(i) system (Ĥ) is nonoscillatory at −∞, and
(ii) for every symplectic fundamental matrix Ẑ of (Ĥ) the transformed system (H̃) with the coef-

ficient matrix H̃(t) given in (1.14) is nonoscillatory at −∞.

Next we present an analogue of Theorem 4.6. Observe that formula (6.5) below is an extension 
of (1.12) to the case of t0 = −∞.

Theorem 6.2. Assume that (1.1) and (1.2) hold on the interval I = (−∞, b] and that system 
(H) is nonoscillatory at −∞. Let Ẑ−∞ be the symplectic fundamental matrix of (Ĥ) such that 
Ŷ−∞ = Ẑ−∞ E. Then for every conjoined basis Y of (H) the limits
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lim
t→−∞μ(Y (t), Ŷ−∞(t)) and lim

t→−∞μ∗(Y (t), Ŷ−∞(t))

exist and satisfy

lim
t→−∞μ(Y (t), Ŷ−∞(t)) = 0, (6.4)

lim
t→−∞μ∗(Y (t), Ŷ−∞(t)) = m̃R(−∞) − mR(−∞) + m̂R−∞(−∞), (6.5)

where m̃R(−∞) is the multiplicity of a focal point at −∞ of the conjoined basis Ỹ := Ẑ−1−∞ Y of 
the transformed system (H̃).

Next we present a transformation result for the minimal principal solutions at −∞ and for the 
maximal antiprincipal solutions at −∞. It is an analogue of Theorems 3.8 and 4.4.

Theorem 6.3. Assume that (1.1) and (1.2) hold on the interval I = (−∞, b] and that system 
(H) is nonoscillatory at −∞. Let Ẑ−∞ be the symplectic fundamental matrix of (Ĥ) such that 
Ŷ−∞ = Ẑ−∞ E. Then the following statements hold.

(i) The conjoined basis Ẑ−1−∞Y−∞ is the minimal principal solution of (H̃) at −∞ and the 
conjoined basis Ẑ−∞ Ỹ−∞ is the minimal principal solution of (H) at −∞.

(ii) Every maximal antiprincipal solution of (H) at −∞ is transformed into a maximal antiprin-
cipal solution of (H̃) at −∞ under the transformation Ỹ = Ẑ−1−∞(t) Y .

(iii) Every maximal antiprincipal solution of (H̃) at −∞ is a transformation of some maximal 
antiprincipal solution of (H) at −∞ under Ỹ = Ẑ−1−∞(t) Y .

The results in Theorems 5.1 and 5.3 have the following counterpart. Observe that formulas 
(6.8) and (6.9) below are extensions of (1.11) and (1.13) to the case of a = −∞ with the funda-
mental matrix Ẑ(t) := Ẑ−∞(t).

Theorem 6.4 (Singular Sturmian comparison theorem). Assume that (1.1) and (1.2) hold on I =
(−∞, b] and that system (H) is nonoscillatory at −∞. Let Ẑ−∞ be the symplectic fundamental 
matrix of (Ĥ) such that Ŷ−∞ = Ẑ−∞ E. Then for every conjoined basis Y of (H) and for every 
conjoined basis Ŷ of (Ĥ) we have

mL(−∞, b] − m̂L(−∞, b] = m̃L(−∞, b] + μ(Y (b), Ŷ−∞(b)) − μ(Ŷ (b), Ŷ−∞(b)), (6.6)

mR[−∞, b) − m̂R[−∞, b) = m̃R[−∞, b) + μ∗(Ŷ (b), Ŷ−∞(b)) − μ∗(Y (b), Ŷ−∞(b)),

(6.7)

where m̃L(−∞, b] and m̃R[−∞, b) are the numbers of left and right focal points of the conjoined 
basis Ỹ := Ẑ−1−∞ Y of (H̃) in the indicated intervals. In particular,

mL(−∞, b] = m̂L−∞(−∞, b] + m̃L(−∞, b] + μ(Y (b), Ŷ−∞(b)), (6.8)

mR[−∞, b) = m̂R−∞[−∞, b) + m̃R[−∞, b) − μ∗(Y (b), Ŷ−∞(b)). (6.9)



2950 P. Šepitka, R. Šimon Hilscher / J. Differential Equations 269 (2020) 2920–2955

Finally, the numbers of focal points of the (minimal) principal solutions Y−∞, Ŷ−∞, Ỹ−∞ and 
Yb , Ŷb , Ỹb are related as follows. It is a counterpart of Corollaries 5.4 and 5.7.

Corollary 6.5. Assume that (1.1) and (1.2) hold on I = (−∞, b] and that system (H) is nonoscil-
latory at −∞. Then we have the equalities

mL−∞(−∞, b] = m̂L−∞(−∞, b] + m̃L−∞(−∞, b] + μ(Y−∞(b), Ŷ−∞(b)), (6.10)

mR−∞[−∞, b) = m̂R−∞[−∞, b) + m̃R−∞[−∞, b) − μ∗(Y−∞(b), Ŷ−∞(b)), (6.11)

mLb(−∞, b] = m̂Lb(−∞, b] + m̃Lb(−∞, b] − μ∗(Y−∞(b), Ŷ−∞(b)), (6.12)

mRb[−∞, b) = m̂Rb[−∞, b) + m̃Rb[−∞, b) + μ(Y−∞(b), Ŷ−∞(b)). (6.13)

Moreover, we have the estimates

m̂L−∞(−∞, b] + m̃L−∞(−∞, b] ≤ mL−∞(−∞, b], (6.14)

m̂Lb(−∞, b] ≤ mLb(−∞, b] ≤ m̂Lb(−∞, b] + m̃Lb(−∞, b], (6.15)

m̂R−∞[−∞, b) ≤ mR−∞[−∞, b) ≤ m̂R−∞[−∞, b) + m̃R−∞[−∞, b), (6.16)

m̂Rb[−∞, b) + m̃Rb[−∞, b) ≤ mRb[−∞, b). (6.17)

Remark 6.6. If assumptions (1.1) and (1.2) hold on I = (−∞, ∞) and system (H) is nonoscil-
latory at ±∞, then for every conjoined basis Y of (H) we have the estimates

mL(−∞,∞) ≥ mL−∞(−∞,∞) ≥ m̂L−∞(−∞,∞) + m̃L−∞(−∞,∞), (6.18)

mR(−∞,∞) ≥ mR∞(−∞,∞) ≥ m̂R∞(−∞,∞) + m̃R∞(−∞,∞). (6.19)

The inequalities in (6.18) follow from (6.10) with b → ∞ by dropping the last term with the 
comparative index, while the inequalities in (6.19) follow from (5.6) with a → −∞ by dropping 
the last term with the dual comparative index. These lower bounds for the numbers of left and 
right focal points of Y in (−∞, ∞) improve the lower bound m̂∞(−∞, ∞) obtained in (1.9) of 
Proposition 1.1 for a → −∞.

Remark 6.7. Unlike in [33, Remark 8.1] for the Sturmian separation theorems, the results in 
Section 5 on I = [a, ∞) together with the results in this section on I = (−∞, b] do not combine 
in general to Sturmian comparison theorems on the entire interval I = (−∞, ∞). The main 
reason is that we employ two different transformation matrices R(t) = Ẑ±∞(t) in neighborhoods 
of ±∞, which yield two different transformation systems (H̃). Therefore, the question of the 
validity of the Sturmian comparison theorems for systems (H) and (Ĥ) on the unbounded interval 
I = (−∞, ∞) remains an open problem when the minimal principal solutions Ŷ∞ and Ŷ−∞ of 
(Ĥ) at ±∞ differ, meaning that Ŷ−∞ is not a constant nonsingular multiple of Ŷ∞. In other 
words, the results presented in Sections 4 and 5 (with a = −∞) and in Section 6 (with b = ∞) 
remain valid under the additional assumption that Ŷ∞ = Ŷ−∞ (i.e., Ẑ∞ = Ẑ−∞).

Following the discussion in Remark 6.7 we present below the extensions of Theorem 6.4 and 
Corollary 6.5 to the case of I = (−∞, ∞) under the additional assumption Ŷ∞ = Ŷ−∞.
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Theorem 6.8 (Singular Sturmian comparison theorem). Assume that (1.1) and (1.2) hold on I =
(−∞, ∞), system (H) is nonoscillatory at ±∞, and that Ŷ−∞ = Ŷ∞. Let Ẑ∞ be the symplectic 
fundamental matrix of (Ĥ) such that Ŷ∞ = Ẑ∞ E. Then for every conjoined basis Y of (H) and 
for every conjoined basis Ŷ of (Ĥ) we have

mL(−∞,∞] − m̂L(−∞,∞] = m̃L(−∞,∞], (6.20)

mR[−∞,∞) − m̂R[−∞,∞) = m̃R[−∞,∞), (6.21)

where m̃L(−∞, ∞] and m̃R[−∞, ∞) are the numbers of left and right focal points of the con-
joined basis Ỹ := Ẑ−1∞ Y of (H̃) in the indicated intervals. In particular,

mL−∞(−∞,∞] = m̂L−∞(−∞,∞] + m̃L−∞(−∞,∞], (6.22)

mR−∞[−∞,∞) = m̂R−∞[−∞,∞) + m̃R−∞[−∞,∞), (6.23)

mL∞(−∞,∞] = m̂L∞(−∞,∞] + m̃L∞(−∞,∞], (6.24)

mR∞[−∞,∞) = m̂R∞[−∞,∞) + m̃R∞[−∞,∞), (6.25)

and

mL−∞(−∞,∞] ≥ m̂L−∞(−∞,∞], mR∞[−∞,∞) ≥ m̂R∞[−∞,∞). (6.26)

Proof. Let Y and Ŷ be conjoined bases of (H) and (Ĥ), respectively. Under the given assumptions 
we fix an arbitrary point a ∈ R. Then Theorem 5.1 yields that (5.1) and (5.2) hold, where Ỹ :=
Ẑ−1∞ Y . Next, from Theorem 6.4 (with b := a) we obtain

mL(−∞, a] − m̂L(−∞, a] = m̃L(−∞, a] + μ(Y (a), Ŷ−∞(a)) − μ(Ŷ (a), Ŷ−∞(a)), (6.27)

mR[−∞, a) − m̂R[−∞, a) = m̃R[−∞, a) + μ∗(Ŷ (a), Ŷ−∞(a)) − μ∗(Y (a), Ŷ−∞(a)),

(6.28)

where Ỹ := Ẑ−1−∞ Y . Since we now assume that Ŷ−∞ = Ŷ∞, then we may take Ẑ−∞ = Ẑ∞, so 
that the conjoined basis Ỹ in (5.1) and (5.2) coincides with the conjoined basis Ỹ in (6.27) and 
(6.28). Upon adding equation (5.1) with (6.27), and equation (5.2) with (6.28), and using that 
Ŷ−∞ = Ŷ∞ holds, we obtain the equalities in (6.20) and (6.21). In particular, for Y := Y−∞ and 
Ŷ := Ŷ−∞ we have Ỹ = Ẑ−1−∞ Y−∞ = Ỹ−∞ by Theorem 6.3, so that equality (6.22) follows from 
(6.20), and equality (6.23) follows from (6.21). Similarly, equalities (6.24) and (6.25) follow from 
(6.20) and (6.21) with Y := Y∞ and Ŷ := Ŷ∞ (noting that Ỹ = Ẑ−1∞ Y∞ = Ỹ∞ by Theorem 4.4). 
Finally, the estimates in (6.26) are obtained from (6.22) and (6.25) by dropping the last term in 
the sum on the right-hand side. �

Remark 6.9. As we mentioned in Section 1, the results of this paper are new even for the case 
of “weakly disconjugate” linear Hamiltonian systems (H) and (Ĥ) at ∞, resp. at −∞, i.e., for 
systems with

d∞ = 0 = d̂∞, resp. d−∞ = 0 = d̂−∞. (6.29)
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In particular, the results are new for completely controllable systems (H) and (Ĥ), which auto-
matically satisfy condition (6.29). Among the latter ones we mention the second order Sturm–
Liouville differential equations. We will present consequences of our new theory for this special 
case in a separate study.

Appendix A. Auxiliary results about normalized conjoined bases

In this section we present a completion of some known results from matrix analysis related to 
normalized conjoined bases. The basic problem is to find for a given constant 2n ×n matrix Y sat-
isfying YTJ Y = 0 and rankY = n (called for simplicity also a conjoined basis) another constant 
2n ×n matrix Ŷ satisfying the same properties such that their Wronskian matrix W(Y, Ŷ ) = I . In 
this case we say that the matrices Y and Ŷ are normalized. A classification of all such conjoined 
bases Ŷ with W(Y, Ŷ ) = I is derived in [22, Corollary 3.3.9], where it is also stated that the 
conjoined basis Ŷ may be chosen so that the first component X̂ := (I, 0) Ŷ is invertible, see also 
[22, Proposition 4.1.1]. In this section we complete this result by deriving a classification of all 
such conjoined bases Ŷ with X̂ invertible. This result is then used in the proof of Theorem 3.6, 
which is the main tool for the transformation theory of principal and antiprincipal solutions at ∞
(Theorems 3.8 and 4.4).

In accordance with (2.14) we split Y and Ŷ into their n × n components Y = (XT , UT )T and 
Ŷ = (X̂T , ÛT )T . Then W(Y, Ŷ ) = I if and only if Y Ŷ T − Ŷ Y T = J , that is,

XÛT − X̂UT = I, XX̂T and UÛT are symmetric, (A.1)

see [22, Proposition 1.1.5]. Moreover, we define the n × n matrices

F := YT Y > 0, G := F−1/2 > 0, H := GXT (GXT )†, (A.2)

DY := GHGUT (GXT )† G. (A.3)

We note that the matrix H is the orthogonal projector onto the subspace Im (GXT ).

Lemma A.1. Let Y be a conjoined basis with F , G, H , and DY defined in (A.2) and (A.3). Then 
the matrix DY is symmetric and satisfies XDY XT = UF−1XT .

Proof. First we note that the matrix Ŷ := −J YF−1 is a conjoined basis satisfying W(Y, Ŷ ) = I . 
Then by (A.1) the matrix XF−1UT = −XX̂T is symmetric. The symmetry of the matrix DY then 
follows by

DY = [(GXT )† G]T XF−1UT [(GXT )† G].

Moreover, since XGH = XG and G2 = F−1, it follows that

XDY XT = XF−1UT (GXT )† GXT = UGGXT (GXT )† GXT = UGGXT = UF−1XT ,

which completes the proof. �

Next we present the main result of this section.
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Theorem A.2. Let Y be a conjoined basis with F and DY defined in (A.2) and (A.3). Then 
a matrix Ŷ is a conjoined basis with W(Y, Ŷ ) = I and with the matrix X̂ invertible if and only if 
Ŷ = −J YF−1 + YD, where D is a symmetric n × n matrix satisfying

Im [X(D − DY )XT ] = ImX. (A.4)

In this case we have

ind [X(D − DY )XT ] = ind (X̂−1X). (A.5)

Remark A.3. (i) Condition (A.4) is equivalent with the inclusion ImX ⊆ Im [X(D − DY ) XT ], 
or with Ker [X(D − DY ) XT ] ⊆ KerXT , since the opposite inclusions hold trivially.

(ii) We note that for a given conjoined basis Y there always exists a symmetric matrix D sat-
isfying equality (A.4), e.g. D := DY + X†X†T , compare also with [22, Corollary 3.3.9]. Hence, 
there always exists a conjoined basis Ŷ with W(Y, Ŷ ) = I and X̂ invertible.

Proof of Theorem A.2. By [22, Corollary 3.3.9], every conjoined basis Ŷ with W(Y, Ŷ ) = I is 
of the form Ŷ = −J YF−1 + YD with a symmetric n × n matrix D. In particular, the corre-
sponding matrix X̂ has the form X̂ = −UF−1 + XD. For a given D we will show that

Ker X̂ = XT Ker [X(D − DY )XT ]. (A.6)

Let v ∈ Ker X̂. Since W(Y, Ŷ ) = I , we have the formula XT Û − UT X̂ = I and hence v =
(XT Û − UT X̂) v = XT w with w := Ûv. Moreover, by Lemma A.1,

X(D − DY )XTw = (XDXT − UF−1XT )w = X̂XT w = X̂v = 0.

Therefore, we have w ∈ Ker [X(D−DY ) XT ] and v = XT w ∈ XT Ker [X(D−DY ) XT ]. Hence, 
the inclusion Ker X̂ ⊆ XT Ker [X(D − DY ) XT ] holds. Conversely, assume that v = XT w with 
w ∈ Ker [X(D − DY ) XT ]. With the aid of Lemma A.1 we then get

X̂v = (XD − UF−1)XT w = (XDXT − XDY XT )w = X(D − DY )XTw = 0,

i.e., the vector v ∈ Ker X̂. Thus, also the inclusion XT Ker [X(D − DY ) XT ] ⊆ Ker X̂ holds 
and (A.6) is proven. Finally, it is easy to see from (A.6) that the matrix X̂ is nonsingular, i.e., 
the subspace Ker X̂ = {0}, if and only if Ker [X(D − DY ) XT ] ⊆ KerXT . According to Re-
mark A.3(i), the last inclusion is equivalent with equality (A.4). Finally, by the above expression 
of X̂ = −UF−1 + XD and by Lemma A.1 we obtain X̂XT = X(D − DY ) XT , which implies 
(A.5), since X̂ is invertible. The proof is complete. �
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